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Preface
I’ll begin with a big disclaimer: this notes are not meant to be a full on course on EW
theory, they’re just a collection, and a summary, of what I’ve gathered during the semester.
The idea behind this notes is to improve the notes given by last years students, making
them more fluid and organized. Many of the subjects will be taken from their notes as well
as mine and from various books that I’ll highlight through the notes.
The electroweak interaction course is a though one and I’m not in the position of saying
that I’ve understood very well the subject, but by writing this notes I hope to lay down
my understanding and hopefully study in a better way.

I’ll leave out some sections that prof. Martinelli will do at the start of the course since
there are his well made notes and I feel that on the subject there’s enough coverage.

BE AWARE: there may be many errors that I didn’t catch yet, I urge you to be a
critical reader and to second guess any of the things you read in this notes. If you find that
there could be some error at some point, write me an e-mail and I’ll make sure to rectify
it! Many thanks.



PART

IIntroduction
Standard Model is a physics theory considered one of the most important results of the last
70 years concerning the comprehension of the particles and the fundamental interactions of
the Universe. Despite this theory would find huge success and be deemed totally correct,
currently Standard Model is not satisfactory yet because of some problems:

1. Gravitational interaction is not included in the Standard Model.

2. Neutrinos have no mass, even though it was discovered in 2015.

3. There is no explanation for the presence of the dark matter.

4. There is no explanation for the baryon asymmetry (we don’t have data to explain
that).

There is another problem related to the mass of the Higgs boson whose value is mH =
(125, 18±0, 16) GeV/c2. Since the Higgs field permeates all the space like the gravitational
one and that the relative boson gives mass to the gauge bosons (and also to itself), it
certainly interacts with the gravitational field. Consequently, the mass value of the Higgs
boson is modified by quantum corrections that bring it to an order of magnitude of 1015

- 1016 GeV , comparable with the Planck energy scale (1019 GeV ). The problem arises
when we realize that, experimentally, the value of the mass always remains the same as the
starting one but there is no protection mechanism that cancels the correction terms: this
is the so called hierarchy problem.

1 Fundamental interactions and its constituents
It is possible to summarize all the possible ways in which particles can interact through 4
fundamental interactions: gravitational, electromagnetic, weak, strong.

Interaction Mediator Range (m) Intensity Symmetry

Gravitational Graviton ∞ O(10−42) U(1)

Electromagnetic Photon ∞ O(10−3) U(1)

Weak W±, Z0 O(10−18) O(10−5) SU(2)

Strong Gluon O(10−15) O(10+1) SU(3)

1.1 Gravitational
The gravitational interaction involves all existing particles and extends throughout space.
The gravitational potential is:

V (r) = −GN
m1m2

r
GN = (6, 67408± 0, 00031) · 10−11 Nm

2

kg2 (1.1)

The mediating particle of this interaction is called graviton and it is assumed to be a spin
2 particle. Unfortunately, it has not yet been revealed, due to the very low intensity with

2
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which it would act on the particles; the coupling constant g is

g = GNm1m2

~c
= O(10−42) (1.2)

Moreover, it is possible to obtain the value of the Planck mass, a useful parameter for the
Planck energy scale

MP lanck =
√

~c
GN

= 1, 2209 · 1019 GeV (1.3)

1.2 Electromagnetic
The electromagnetic interaction, with which it is possible to make parallels with the grav-
itational interaction, involves all those particles that carry electric charge or magnetic
moment and extends throughout the space.
The electromagnetic four-potential A is defined as A = (φ,A), where the time component
φ represents the electric potential, while A the magnetic one, and is built such for which
it is worth

E = −∇φ− ∂A

∂t

B = ∇×A (1.4)

The particle mediating the interaction is the photon, which has zero mass and charge and
spin equal to 1. The coupling constant is the fine structure constant α ' 1

137 .

1.3 Weak
The weak interaction involves only the leptons, quarks and related gauge bosons. The
potential that describes this interaction is:

V (r) = g2
w

2r exp
(
−Mw c

~
r

)
(1.5)

where gw is the dimensionless coupling constant and Mw the mass of the mediating particle.
Since it describes the decays of atomic nuclei, this interaction acts over very short distances,
so the mass of the mediating particle can be assumed to be very large, approximately
Mw ' 80 − 100 GeV/c2. In this way, the distance over which the weak interaction acts
turns out to be:

r0 = ~
Mwc

' 2 · 10−18 m = 2 · 10−3 fm (1.6)

which is compatible with experimental data.
The coupling constant for the weak interaction is not the dimensionless constant gw, but
the Fermi constant GF , introduced in 1934 within the Fermi theory to try to describe the
interaction in the decays of the atomic nucleus, which turns out to have the dimension of
a quadratic inverse energy, i.e.

GF =
√

2 g2
w

8 M2
w

= 1, 1663787 · 10−5 GeV −2 · c4 (1.7)

This result is obtained if we use the value of the W± bosons as the mass value, that is
(80, 385± 0, 015) GeV/c2.

1.4 Strong
The strong interaction involves quarks and gluons and explains why the protons inside the
atomic nucleus do not repel each other due to Coulomb repulsion. In 1935 the Japanese
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physicist Hideki Yukawa hypothesized a mechanism based on such a potential that the
relative force was of an attractive type and more intense than the electromagnetic one; this
potential is defined of Yukawa and is

V (r) = g2
s

r
exp

(
−Msc

~
r

)
(1.8)

with gs dimensionless coupling constant of the interaction and Ms mass of the mediating
particle, renamed mesotron, since Yukawa’s calculations show that the value of this mass
should be more or less halfway between that of the electron and that of the proton, that
is 100 − 200 MeV . Moreover, since this particle is exchanged between nucleons (protons
and neutrons), considering all possible combinations, Yukawa assumed that such a particle
exists with positive, negative and neutral charge. With the discovery in 1936 of the particles
redefined later muons, Yukawa hypothesized they were suitable candidates to mediate the
strong interaction, but Conversi-Pancini-Piccioni experiment refuted this idea, since these
particles do not interact with the elements of the nucleus. It was necessary to wait until
1947, with the discovery of pions from cosmic ray (whose mass is around 135−140 MeV ), to
find the suitable candidate to be the mediating particle. Only with the introduction of the
quark model, in 1964, the theory of strong interaction was completed, introducing gluons as
massless particles mediating the interaction that perform the action of glue between quarks
within nucleons, that is protons and neutrons; these particles generate an attractive force
that overcomes the repulsive Coulomb one and manifests itself through the exchange of
pions.
The distance over which the strong interaction acts turns out to be

r = ~
Mπc

' 1, 5 · 10−15 m = 1, 5 fm (1.9)

and it is compatible with the radius of a generic atomic nucleus, while the intensity of the
coupling constant is

g2
s

~c
= O(10+1) (1.10)

2 Particle instability
It is possible to distinguish under which interactions a given decay can occur not only by
evaluating the transition amplitude, but also by estimating the life time of the particles,
since there is a parameter that allows to make this connection: the decay width Γ. In
detail

Γ = 2π
~
∑

f

∣∣∣〈f | V̂ |i〉∣∣∣2 ρf (Ei) (2.1)

representing Fermi’s golden rule, where the matrix element of V̂ expresses the amplitude
of transition from a state i to a f , while the other formula is

Γ = ~
τ

(2.2)

with τ average life time of the considered particle. Thanks to this we can say that

|A|2 ∼ 1
τ

(2.3)

When studying the interactions between particles, it is generally useful to consider an exter-
nal perturbation. For example, using the interaction of a particle with the electromagnetic
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field, we will have the Hamiltonian of the type Ĥ = Ĥ0 + V̂ , with V̂ = J · A, while the
wave function will be

ψ(x, t) = ψ0(x) exp
(
−i
(
En − i

2 Γn

)
~

t

)
(2.4)

where Γn represents the resonance width and is related to its average life through the
formula τn = ~/Γn. The 2nd order eigenvalues will be

En = E(0)
n + 〈n|V̂ |n〉+

∑
k

|〈k|V̂ |n〉|2

E
(0)
n − E(0)

k

(2.5)

The probability of being at a certain energy level n will decrease exponentially

Pn = |A|2 = ψ∗
nψn = exp

(
−Γn

~
t

)
= exp

(
− t

τn

)
(2.6)

The probability amplitude that allows to define the probability Pn is of the form

A(E) ∼ 1
E − En + iΓ

2
(2.7)

so
P (E) = |A(E)|2 ∼ 1

(E − En)2 + Γ2

4
(2.8)

P (E) is what is called Breit-Wigner function and is used in High Energy Physics to
model resonances, i.e. unstable particles.

Figure 1. Breit-Wigner distribution

The form that this formula takes arises from the propagator of an unstable particle,
which has the denominator of the form

1
p2 −M2 + iε

= 1
p2

0 − E2 + iε
(2.9)

If we call the interaction propagator S(x, t), we will have

S(x− x0, t− t0) =
∫
dk0

2π

∫
d3k

(2π)3
i eik(x−x0)

k2
0 − k2 −M2 + iε

(2.10)
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Setting x0 = 0, we write

S(p, t) =
∫
d3x eipxS(x, t)

=
∫
dk0

2π

∫
d3k

(2π)3
i

k2
0 − k2 −M2 + iε

∫
d3x eipxei(p−k)x︸ ︷︷ ︸(
2π)3δ(p− k)

(2.11)

Therefore

S(p, t) =
∫
dk0

2π
i

k2
0 − (p2 +M2) + iε

=
∫
dk0

2π
i

k2
0 − E2(p) + iε

(2.12)

Considering two different paths, namely the one in the upper half plane and in the lower
one, using the residuals method I get

S(p, t) =



e−iE(p)t

2E(p) , x0 > 0

eiE(p)t

2E(p) , x0 < 0

In the event that the particle is unstable, the resonance width should also be considered
and the denominator of the propagator has to be in the following form

1
p2

0 − (
√
E2(p)− iMΓ)2 + iε

(2.13)

and the poles will be E1,2 = ∓
√
E2(p)− iMΓ. When the particle has low instability,

it is possible to develop the propagator in series, obtaining the denominator

E(p)
√

1− iMΓ
E2(p) ' E(p)

(
1− iMΓ

2E2(p)

)
(2.14)

3 Potential description

By observing the potentials that describe the fundamental interactions, it can be seen that
all of them depend on the distance between the particles in the form 1/r; it is possible to
mathematically describe this evidence.

3.1 3-dimensional case

Let’s consider the electromagnetic field. The free field wave equation is described in this
way (

1
c2
∂2

∂t2
−∇2

)
φ(r, t) = 4πρ(r, t) = δ(4)(r, t) (3.1)

In order to do simple accounts, we consider the stationary case; the previous equation
transforms in the Poisson equation

−∇2φ(r) = δ(3)(r) (3.2)
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We first solve this equation in Fourier space, where

φ(r) =
∫

d3q

(2π)3 e
iqrφ(q) δ(3)(r) =

∫
d3q

(2π)3 e
iqr (3.3)

Recalling that the ∇2 operator acts only on the r coordinates, we obtain∫
d3q

(2π)3 (−∇2eiqr)φ(q) =
∫

d3q

(2π)3 e
iqr

∫
d3q

(2π)3 q
2φ(q)eiqr =

∫
d3q

(2π)3 e
iqr (3.4)

By comparison
q2φ(q) = 1 =⇒ φ(q) = 1

q2 (3.5)

Now that the potential in Fourier space has been obtained, the potential in space is calcu-
lated r

φ(r) =
∫

d3q

(2π)3
eiqr

q2 (3.6)

Now the spherical coordinates are used

φ(r) = 1
(2π)3

∫ 2π

0
dϕ

∫ π

0
d cos θ

∫ ∞

0
dq ��q

2 e
iqr cos θ

��q
2

= 1
(2π)2

∫ ∞

0
dq

∫ π

0
d cos θ eiqr cos θ = 1

2π2

∫ ∞

0
dq
eiqr − e−iqr

2iqr (3.7)

The change of variable is performed (z = qr, dz = r dq) and in this way we obtain an
integral with the known result

φ(r) = 1
2π2

∫ ∞

0

dz

r

sin z
z

= 1
2π2r

π

2 = 1
4πr (3.8)

3.2 D-dimensional case

Now we perform the calculations by extending the equation (3.2) in the general case to D
dimensions

−∇2φ(r) = δ(D)(r) (3.9)

The accounts in this case are to be performed identical from equation (3.3) to equation
(3.4), remembering to generalize to D dimensions. Here too we get the same result of
equation (3.5).
To be able to run the accounts more easily, use the Schrödinger parameter to rewrite better

1
q2 =

∫ ∞

0
dβ e−βq2

(3.10)

You can rewrite the potential as

φ(r) =
∫ ∞

0
dβ

∫
dDq

(2π)D
eiqr−βq2

=
∫ ∞

0
dβ

∫
dq1

2π eiq1x1−βq2
1 · · ·

∫
dqD

2π eiqDxD−βq2
D

(3.11)
Every single integral dqi can be solved using a Quantum Mechanics formula∫

dx e−(Ax2+Bx+C) = exp
(
B2

4A − C
)√

π

A
(3.12)
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In the end we get

φ(r) = πD/2

(2π)D

∫ ∞

0
dββ−D/2

D∏
i=1

exp
(
−x

2
i

4β

)

= πD/2

(2π)D

∫ ∞

0
dβ β−D/2 exp

(
−
∑

i x
2
i

4β

)

= πD/2

(2π)D

∫ ∞

0
dββ−D/2 exp

(
− r

2

4β

)
(3.13)

Now we change the variable β = 1/t, hence

φ(r) = πD/2

(2π)D

∫ 0

∞

(
−dt
t2

)
tD/2 exp

(
−r

2

4 t
)

= πD/2

(2π)D

∫ ∞

0
dt t

D
2 −2 exp

(
−r

2

4 t
)

(3.14)

Using the formula for the Euler’s gamma∫
dt tα e−βt = 1

βα+1 Γ(α+ 1) (3.15)

we’ll have

φ(r) = πD/2

(2π)D

(
4
r2

)D
2 −1

Γ
(
D

2 − 1
)

=
Γ
(

D
2 − 1

)
4 πD/2 rD−2 (3.16)

It is possible to rewrite this equation knowing the property xΓ(x) = Γ(x+ 1)

φ(r) =
Γ
(

D
2 − 1

)
4 πD/2 rD−2

(
D
2 − 1

)(
D
2 − 1

)
=

Γ
(

D
2
)

2 πD/2 rD−2 (D − 2)

= 1
Ω(D) rD−2 (D − 2) (3.17)

where the solid angle variable has been defined Ω(D) =
Γ
(

D
2
)

2 πD/2 .

Using the equation (3.17) we analyze the two-dimensional case. We can see the presence
of a divergence for D = 2. To tackle the problem, we introduce a parameter ε > 0 as small
as you like in order to redefine D ' 2+ε and perform a development in series. It is possible
to observe how some parameters are developed

rD−2 = rε = e ε ln r ' 1 + ε ln(r) + ε2 ln2(r)
2 +O

(
(ε ln(r))3

)
Γ
(
D

2

)
= Γ

(
1 + ε

2

)
= 1− γE

ε

2 −
ε

2 ln π − ε ln r + · · · (3.18)

with γE = 0, 544. So you can rewrite the potential as

φ(r) ' 1
2πε

(
1− γE

ε

2 −
ε

2 ln π − ε ln r
)

= 1
2πε −

1
4π (γE + ln π + 2 ln r) (3.19)



Potential description D-dimensional case 9

The term 1/(2πε) has a singularity point for which there may be divergence, but the
potential is always defined up to a constant, therefore choosing as constant

− ln(r/r0)
2π

it is possible to delete this singularity.

For D = 1 we will have a potential written in the form φ(r) = a + b · r; the potential
no longer follows the characteristic 1/r trend. In other words, the concept of potential
has changed according to size; it will no longer be like the inverse of the distance, but it
will be linear. To better understand this concept, an example can be made by looking at
figure 2. The mouse, which has a size equal to the diameter of the tube, will only be able
to move in one direction (back and forth) while the movements up and down and left and
right will be prevented; it will have a one-dimensional conception of space. The flea, small
enough, will not have the same difficulties as the mouse and will be able to move in all
directions; it will have a three-dimensional conception of space. Depending on the size

Figure 2. Mouse and flea in-
side a sewer pipe. The two ani-
mals will conceive the surrounding
space differently

of the observer, the space will be perceived differently and some conceptions will change.
This idea could be innovative for the purpose of discovering the graviton; until a few years
ago no one had thought of studying the effects of gravity for orders of magnitude lower
than cm, so modern Physics is setting itself the goal, in the coming years, to study gravity
under these conditions and to observe hypothetical changes to the potential.
It is possible to develop a model to describe a linear potential by creating a new magnetic
monopole using two different magnetic monopoles, as can be seen in figure 3. We obtain
a new magnetic monopole at the local level for which the magnetic field flux will not be
zero due to the presence of the two magnetic monopoles. If we now place ourselves in a
superconductor, at temperatures close to absolute zero, we can observe how the flux lines
of the local magnetic field follow a linear trend, in order to minimize the volume of the
field itself, as can be seen in figure 4.

Figure 3. Local magnetic
monopole where ∇ · B = ρM 6= 0

Figure 4. In a superconductor, at
T ∼ 0 K, a linear magnetic flux is
observed

This model is the basis for explaining the potential between quarks and gluons. Unlike
all other particles, quarks and gluons exert a reciprocal force such that, as the distance
between the two particles increases, the intensity of this force increases, as if there were a
linear potential in distance. This would also explain why quarks and gluons do not exist
isolated in nature but lived in a state of confinement.



PART

IIElements of Group Theory
Group theory is one of the most important subject for the study of elementary particles
and their properties. They come up since in physics we’re very interested in symmetries
and group theory serves us a very strong mathematical tool to study them.

In particle physics we’re interested in a particular type of groups, the so called Lie
Groups. The mathematical foundations upon which groups and Lie groups grow on, won’t
be treated since it’s a very deep subject and, for the time being, it’s not so relevant for our
analysis. For the inclined reader I’ll leave some snippets on the deeper meaning of some
stuff.

4 Some definitions

4.1 An explicit example
Before mentioning the definition of a group, we’ll see a well known example from which
the idea of group can be easily understood. Take a point (x, y) ∈ R2 and apply a rotation
to the well known transformation rule{

x′ = x cosφ+ y sinφ
y′ = −x sinφ+ y cosφ

(4.1)

that can be put in matrix form

R(φ) =
(

cosφ sinφ
− sinφ cosφ

)
=⇒ r′ = R(φ)r. (4.2)

I could take two successive rotations and it would be clear that

r′′ = R(φ2)r′ = R(φ2)R(φ1)r (4.3)

or a could take a single rotation with an angle φ1 + φ2 and get to the same point. This
means that This can be easily calculated us-

ing row by column matrix mul-
tiplication.

R(φ2)R(φ1) = R(φ1 + φ2) (4.4)

By much the same argument we can conclude that

R(φ)R(−φ) = 1 =⇒ R−1(φ) = R(−φ) (4.5)

Moreover, in two dimensions we have that

R(φ1)R(φ2) = R(φ2)R(φ1) (4.6)

In three dimensions things change. First thing first we have two angles of rotation around
an axis ω, we call them φω, θω. Every rotation is therefore defined by three parameters
ω = (cosφω sin θω, sinφω sin θω, cos θω)ω. In vector form, a rotation is given by

r′ = R(ω)r =⇒ x′
i = Rij(ω)xj . (4.7)

10
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The characteristic property of rotations is that they leave invariant the scalar product,
given v, w ∈ R3 and (v, w) = viwi, where Einstein summation convention is understood

(v, w) = (v′, w′) =⇒ vjRijRikwk = vjδjkwk =⇒ RijRik = δik (4.8)

So a rotation matrix is an orthogonal matrix since R−1(ω) = RT (ω). In three dimensions
relation 4.6 doesn’t hold anymore.

4.2 Groups and representations
All the properties that rotations have are exactly the ones that define a group! Mathemat-
ically a group is defined as follows

Definition 4.1. A group (G, •) is a set with an operation

• : G×G→ G

with the following rules

• ∀ f, g ∈ G =⇒ f • g ∈ G

• ∀ f, g, h ∈ G =⇒ f • (g • h) = (f • g) • h

• ∃ e ∈ G s.t. f • e = e • f ∀f ∈ G

• ∀ f ∈ G ∃ f−1 ∈ G s.t. f • f−1 = f−1 • f = e

Whenever • is commutative, G is said to be abelian. A group can either be continuous
or discrete depending on the number of elements of the group.
Most of the time the operation • on G won’t be explicitly written and will be under-
stood.

As said before, rotations belong to what is called orthogonal group. This is its
definition

Definition 4.2. Given an n-dimensional vector space V equipped with a pseudo-inner
product (·, ·) with Sylvester signature (p, q), we define the set

O(p, q) := {φ : V ∼−→ V | ∀v, w ∈ V : (φ(v), φ(w)) = (v, w)} (4.9)

together with function composition operation as the orthogonal group.

If this definition seems quite abstract it’s because it is. A group is an abstract object.
To make the group practically useful we use a representation. As we’ve seen before,
rotations are elements of the orthogonal group and we wrote them down explicitly using
matrices: we used a matrix representation of the orthogonal group. Representations are
not unique and there are many of them depending on the space upon which they act.
The theory of representations is quite important in physics, so we’ll give now a proper
definition

Definition 4.3. A representation of a group G is a mapping D of the elements of G
onto a set of linear operators

D : G ∼−→ End(V ) (4.10)

where V is some finite dimensional vector space, with the following properties
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• D(e) = 1, where 1 is the identity operator in V

• D(g1)D(g2) = D(g1g2) ∀ g1, g2 ∈ G, in other words the group multiplication
law is mapped onto the natural multiplication law in the space V . This is
understood since we defined D as an isomorphism.

Let’s make an example considering a quantum state ψ described by the angular mo-
mentum L. For every possible value that the angular momentum can take, the state ψ will
be described by a linear combination of possible states; for example, for L = 1 the state
ψ will be a linear combination of 3 possible states, those for which lz = +1, 0,−1. If I
perform the unitary transformation eiωL, considering all the possible values of the angular
momentum, I will have

|ψ〉′ = eiωL|ψ〉 = eiωL|0, 0〉 ⊕ eiωL(|1, 1〉 ⊕ |1, 0〉 ⊕ |1,−1〉)⊕ ..... (4.11)

where each single term is the representation of an element of the angular momentum. In
matrix terms I will instead have a block representation

|ψ〉′ =


1× 1

3× 3
5× 5

. . .

 |ψ〉 (4.12)

We will therefore say that a representation is reducible when it is possible to decompose it
into a direct sum of non-decomposable subgroup representations (equivalently a representa-
tion in matrix terms is reducible if it is possible to describe it by means of block matrices).
A representation will instead be irreducible when the decomposition into representations
of subgroups is not possible.
We’ll see many representations of the various groups that are of some importance in particle
physics like SU(2), SU(3), U(1), SO(3, 1) etc.

Using the matrix representation we can give an easier definition of the orthogonal group

Remark. The orthogonal group is the set of all matrices

O(p, q) = {O ∈ GL(p+ q,K) | OOT = 1} (4.13)

where GL(p+ q,K) is the general linear group over a generic field K.

Remaining on the rotation group example. We see that another property of the or-
thogonal matrices is that

det
(
OTO

)
= det

(
OT
)

det(O) = det(O)2 = det(1) = 1 =⇒ det(O) = ±1 (4.14)

and so we can subdivide the set in two sets: one with the matrices with unitary determinant
and one with determinant −1. Notice that i said that we divide into two sets and not into
two groups. This is because only one of those sets is a group, mainly because the set with
determinant −1 has no identity element. Therefore we define the following

Definition 4.4. A subgroup H 6 G is a group closed under the product • on G

restricted on H

•|
H

: H ×H → H (4.15)

The rotations for which det(O) = 1 are called proper rotations and are indicated by
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SO(p, q) 6 O(p, q), the others are called improper rotations and are given by the proper
ones times a parity inversion

P =

−1 0 0
0 −1 0
0 0 −1

 ∀ O ∈ SO(p, q) =⇒ det(PO) = det(P ) det(O) = −1 (4.16)

4.3 Orthogonal and Unitary group
We take a short look now at some properties of tho orthogonal group and then introduce
another very important group in physics, the unitary group.

From the definition of the orthogonal group, we would like to find how many parameters
one need to fully describe the elements of O(N). Just as a notation O(N) =

O(p+ q, 0).
Surely, which can be easily seen by the

matrix representation, we’ll need at least N2 parameters. Some of them are redundant.
From the condition OOT = 1 we have that, using again the matrix representation,

(vi, vj) = 0 (vi, vi) = 1 ∀ vi, vj ∈ V ⊂ RN (4.17)

The first condition of 4.17 constrain N(N − 1)/2 parameters, while the second constrain
N parameters. So we can describe an element of the orthogonal group using

N2 − N(N − 1)
2 −N = N(N − 1)

2 (4.18)

elements.

Another very important group in particle physics is the unitary group. Let’s speak
of the unitary transformations U, which leave the system unchanged and act only on the
internal indices; we will therefore speak of internal symmetry. In detail

|φi〉′ = U i
j |φj〉 (4.19)

The characteristic of these transformations is that (U†)i
j(U)j

k = δi
k, or simply U†U = 1.

As for the orthogonal group, we determine the number of free parameters for the unit
group. The number of total parameters that define a unitary matrix are 2N2, since they
are defined for both the real and the complex part. To this the unitarity constraint U†U = 1
must be removed which translates, in terms of matrix lines, as (vi, vj) = δij . For i = j

must be 1 and you will get a result similar to the orthogonal case, except that you must
also consider the complex part, therefore N(N −1). For i 6= j must be 0; the complex part
is not considered, so we will have N. The free parameters will be

2N2 −N(N − 1)−N = N2 (4.20)

Starting from the determinant of the matrices of the unitary group, it is possible to
express the sign as if it were a phase, that is

U(N) = (eiδ)SU(N) (4.21)

SU(N) indicates the group of special unitary matrices, which have the property of having
the determinant equal to +1. The number of free parameters for the matrices belonging
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to this group will be the same as that of the unit matrices to which, however, another
constraint must be considered, namely that of selecting only determinants with a positive
sign, therefore

2N2 −N(N − 1)−N − 1 = N2 − 1 (4.22)

The main consequence of having only positive determinants is that the special unit matrices
are all traceless. In fact, by renaming the generator of this group Ĝi, that is

SU(N) = I + iĜiαi = e(i
∑N2−1

i=1
Giαi) (4.23)

we’ll have
det(SU) =

∏
i

e(iGiαi) = e(i Tr(Giαi)) = 1 (4.24)

For the equation 4.24 to be verified, it must be Tr(Giαi) = 0, that is, zero trace.

5 Representation theory
A representation will be defined adjoint when the number of elements of a representation,
that is the generators, coincides with the number of free parameters of that symmetry
group.

5.1 Lie algebra
5.2 Cartan Subalgebra
5.3 Schur’s lemma

6 Composition of various representations

6.1 3⊗ 3 and 3⊗ 3̄

6.2 3⊗ 3⊗ 3

6.3 8⊗ 8



PART

IIIThe Quark Model
7 The Heisenberg model of nuclei
In the early days of particle physics where proposed many ways of explaining the whole
set of particle that were found by scattering experiments. The particles where so many
that everybody thought that it would be impossible for them to be elementary. Another
problem that they had to explain was that certain particles were produced always together.
One of the first way in which symmetry was used to describe an experimental evidence was
by Heisenberg: it was evident at the time that proton and neutrons inside a nuclei behaved
in much the same way if it wasn’t for the electric charge. Isotopes had the same energy.
Now we know that, by looking at the scale of EM interactions with respect to the the
strong interaction which binds the nucleus together, inside nuclei protons and neutrons do
not experience EM interactions or at least they are much suppressed.
Heisenberg proposed to introduce a new quantum number, the isospin. Much like the
Dirac index for spin ψα, we could define a nucleon with a Dirac index

Nα

↓
Dirac index

(x) =
(
pα(x)
nα(x)

)
← proton
← neutron

(7.1)

where the operator for the isotopic spin τ has eigenvalues for the projection on a given
"axis"

τp
3 = 1

2 τn
3 = −1

2 (7.2)

The isotopic spin is the quantum number associated with the symmetry which changes
protons with neutrons because we know that, inside a nuclei, protons and neutrons are just
the same particle. This symmetry is a sort of rotation, given by a unitary transformation
U which transforms Nα as

N ′
α(x) = Uβ

αNβ(x) Uβ
α =

(
ei ω·τ

2

)β

α
(7.3)

8 The Gell-Mann model of particles
What Gell-Mann proposed in 1964 was that any particle could be seen as made of 3 new
light particles called u, d, s, the quarks. In this model the three quarks form three states

|u〉 = |1〉 ≡ (1, 0, 0) |d〉 = |2〉 ≡ (0, 1, 0) |s〉 = |3〉 ≡ (0, 0, 1) (8.1)

Much like the proton and the neutron are states of a single entity which differ only by
the isospin which, in turn, it’s the result of an underlying symmetry of nature, the group
symmetry of the quarks is SU(3)f , where f standa for flavour. The more general physical
state, such as a particle, is an arbitrary linear combination of these three quarks

q(x) = u(x) |1〉+ d(x) |2〉+ s(x) |3〉 =

u(x)
d(x)
s(x)

 (8.2)

15
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where u(x), d(x), s(x) are fermionic fields end are choose whether we want them to be
eigenvectors or not of some physical quantum number.

In SU(3) there’re only two diagonal operator which form the Cartan algebra, namely
the third isospin component τ3 and the hypercharge Y , given by the Gell-Mann matrices

τ3 = 1
2

1 0 0
0 −1 0
0 0 0

 Y = 1
3

1 0 0
0 1 0
0 0 −2

 (8.3)

Forming the Cartan algebra of SU(3) means that [τ3, Y ] = 0. Moreover, by hypotesis,
SU(3) is a symmetry of the theory, thus the hamiltonian H must commute with the gener-
ators, and in particular with the Cartan algebra. This implies that we can find final states
which are simultaneously eigenvectors of energy-momentum, isospin and hypercharge, or
by using the Gell-Mann Nishijima formula

Q = τ3 + Y

2 (8.4)

we can define the eigenstates based upon energy-momentum and charge. Thus for the three
quarks the quantum numbers are

(τu, Yu, Qu) =
(

1
2 ,

1
3 ,

2
3

)
(τd, Yd, Qd) =

(
−1

2 ,
1
3 ,−

1
3

)
(τs, Ys, Qs) =

(
0,−2

3 ,−
1
3

)
(8.5)

We can now classify the baryons, made by three quarks, and the mesons, made by two
quarks, on the basis of the quantum numbers of their constituents. For example, a proton
is made by two up and a down quark

P = uud (8.6)

and it’s electric charge is Qp = 1 = 2 Qu +Qd. The proton, as seen before, has isospin 1/2.
In a. non relativistic picture we can imagine that the proton is a wave function, written in
terms of the quark wave functions, all in a s wave configuration, being a spin half particle,
and has the form

P

Spin projection
↑
α ∼ (u↑d↓ − u↓d↑)uα=↑,↓ (8.7)

This is a possible proton state: the wave function of the quarks is antisymmetric in both
the spin and the isospin and thus this corresponds to zero angular momentum and isotopic
spin. Thus the spin/isospin of the proton is fully given by the external quark.

Within SU(3), mesons and baryons must be organised in irreducible representations
of the group. Within a given multiplet, in the absence of symmetry breaking, the baryons
are degenerate, with a mass of the order of the scale of strong interactions ΛQCD ∼MP ∼
4πfπ ∼ 1 GeV, where Mp is the mass of the proton and fπ is the pion decay constant which
will be described later on.

8.1 Baryons
Baryons are particles made up of three quarks, so they must come from the product of
three fundamental representations of SU(3) which can be decomposed in the following
irreducible representations

3⊗ 3⊗ 3 = 1⊕ 8⊕ 8′ ⊕ 10 (8.8)
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The lightest baryons are classified within one of the octets (figure 5), namely they belong
to the adjoint representation. In the quark model one can imagine that, in order to min-
imize the energy, they correspond to state where all the quarks have zero orbital angular
momentum and the spin of the hadron is just given by the spin of the three quarks. Within
the octet, it is possible to classify the states on the basis of the isospin which is a subgroup
of SU(3) > SU(2). According to the idea by Heisenberg, proton and neutrons form are

Figure 5. The light baryon
spin- 1

2 octet.

in the same τ = 1/2 doublet, as are Ξ− and Ξ0, which however are made up of two strange
quarks. The Σ0,Σ+,Σ− form a triplet of isotopic spin τ = 1. The Λ0 is an isotopic spin
singlet τ = 0. The strangeness is given by

S = Y −B (8.9)

where B is the baryon number and is given by the quadratic Casimir operators of SU(3)

B = 1
3

1 0 0
0 1 0
0 0 1

 (8.10)

which is just a constant times the identity matrix, by virtue of Schur’s lemma. So every
quark has baryon number 1/3.

The octet is nearly degenerate in mass, as it should, with a mass

m8 ≈ 1100 MeV. (8.11)

If we take the quark masses to be zero, the masses of the hadrons should be around the
rage of strong interactions, namely 900 MeV. If we switch on the masses of the quarks, the
correction will be very small since

mu ≈ 2, 3 MeV md ≈ 4, 8 MeV ms ≈ 95 MeV. (8.12)

Moreover, beside the mass corrections, there are the EM corrections which break isospin
symmetry. But this correction is very very small since α = 1/137. So the SU(2) symmetry
of the SU(3) octet is a very good one, since the corrections are very small.

Remark. One would think that the 8 and the 8′ would be degenerate in mass since,
for example, in the hydorgen atom the representations with l = 0 and l = 1 are
degenerate. This result is just an accident since in the hydrogen atom there’s another
underlying symmetry: the Runge-Lenz symmetry. This symmetry is easily broken
whenever we add relativistic corrections.

Beside the octet, the lightest baryons are classified within the decuplet (figure 6). The
decuplet baryons have spin 3/2. The decuplet is divided as follows: there are four baryons

Figure 6. The light spin- 3
2 decu-

plet.

with isotopic spin 3/2 with strangeness 0, the ∆s. The average mass of the tetraplet is

m∆ = 1232 MeV. (8.13)

Remark. Let’s consider the ∆++ particle. The wave function describing it will be

ψ(x) = ψspatial(x)ψflavour(x)ψspin(x) (8.14)

and must be antisymmetric under particle exchange, according to Pauli’s principle.
In the ground state the spatial wave function is symmetric as the flavour one, since
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it’s made up of 3 up quarks. This particle has +3/2 spin projection, so the spin wave
function is symmetric. This wave function violates Pauli’s principle for fermions,
so the physicist Greenberg introduced a new quantum number, in order to solve
this problem, the colour. This new quantum number must be antisymmetric under
particle exchange

∆++ = u↑
au

↑
bu

↑
cε

abc (8.15)

Then we have the isotopic triplet 1/2 with strangeness −1, the Σ∗s. The average mass
of the triplet is

mΣ∗ = 1386 MeV. (8.16)

There’s the Ξ∗s doublet with I3 = ±1 and S = −2, with an average mass of

mΞ∗ = 1533 MeV (8.17)

and, last but not least, the singlet state with I3 = −3 and S = −2, the famous Ω−, with a
mass

mΩ− = 1672 MeV. (8.18)

Remark. Remember that to every particle there’s a corresponding antiparticle, so
there exists a Ω+ with chage QΩ+ = +1 and YΩ+ = +2.

Not all the members of the possible SU(3) multiplets have been observed. In some
cases these particles are unstable and decay via strong interaction. This means that their
lifetime is very small and consequently their width is very large. In this cases it’s difficult to
speak of particles since they are very hard to identify. Particles which only decay weakly or
electromagnetically, instead, have a much longer lifetimes and are much easier to identify
as narrow resonances.

8.2 Mesons

Light mesons are made up of a quark-antiquark pair, therefore they correspond to the
tensor product of two SU(3), which is decomposible in the following way

3⊗ 3̄ = 1⊕ 8 (8.19)

where the octet is the traceless tensor

M i
j = qiq̄j −

1
3δ

i
jq

kq̄k (8.20)

and the singlet is the trace. Mesons come in a variety of types depending on their spin:
pseudoscalar mesons, which have spin-parity JP = 0−, scalar mesons, with JP = 0+,
vector mesons, with spin parity JP = 1−, pseudovector mesons, with spin-parity JP = 1+,
and tensor mesons with Jp = 2+. Let us first discuss the pseudoscalar mesons (figure 7).
Take as an example the positive charged pion, formed by a par up-antidown quark

Figure 7. Pseudoscalar meson
JP = 0− multiplet.

π+ = ud̄ (8.21)

Its isotopic spin is given by

|u〉 ⊕
∣∣d̄〉 =

∣∣∣∣12 , 1
2

〉
⊕
∣∣∣∣12 , 1

2

〉
= |1, 1〉 (8.22)
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and the electric charge is given by

Qπ+ = Qu +Qd̄ = 2
3 + 1

3 = 1. (8.23)

Similarly, the isospin of the positive charged kaon K+ = us̄ is easily found in much the
same way

|u〉 ⊕ |s̄〉 =
∣∣∣∣12 , 1

2

〉
⊕ |0, 0〉 =

∣∣∣∣12 , 1
2

〉
(8.24)

and the electric charge
QK+ = Qu +Qs̄ = 2

3 + 1
3 = 1 (8.25)

since the charge of the antistrange is the same as the charge of the antidown. The two
zero-isospin mesons correspond to a member of the octet denoted as η, and the singlet η′.
They are given by the following quark-antiquark combinations

η ∝ q̄λ8q = ūu+ d̄d− 2s̄s√
6

η′ ∝ q̄1q = ūu+ d̄d+ s̄s√
3

(8.26)

In figure 8 we give the octet of vector mesons.

Figure 8. Vector meson JP = 1−

multiplet.



PART

IVλφ4 Theory
We will begin to study a simple toy model which will give us some basic formalism on the
perturbative expansion for interacting field. This toy theory is the so called λφ4 theory,
and it’s the theory of a real (or complex) scalar field with a self interaction term. Although
it might seem a purely pedagogical example, this kind of theory enter in the physics of the
real world. For example it can describe the self interaction of the Higgs field.

9 Quick digression: the Yukawa interaction
Before starting with the quartic theory, it may seems reasonable to mention the Yukawa
interaction, named after Hideki Yukawa, that is an interaction between a scalar field (or
pseudoscalar field) φ and a Dirac field ψ of the type

Lint = Y ψ̄φψ (9.1)

where Y corresponds to the dimensionless coupling constant of the interaction. A Yukawa
interaction can be used to describe the nuclear force between nucleons, which are fermions,
mediated by pions, which are pseudoscalar mesons. Moreover it’s also used in the Standard
Model to describe the coupling between the Higgs field and massless quark and lepton fields,
i.e. the fundamental fermion particles. Only with the introduction spontaneous symmetry
breaking we could see these fermions acquire a mass, but we will treat this discussion later
on in the next chapters.

10 The real scalar field

10.1 Building up the perturbative expansion
We first consider a Klein-Gordon field, which lagrangian is

L = 1
2(∂µφ)(∂µφ)− m2

2 φ2. (10.1)

This lagrangian defines a free field theory. The only interesting quantity we can extract
from this theory is the free propagator which is determined by the quadratic part in the
lagrangian

D(p) = i

p2 −m2 + iε
∆F (x) =

∫
d4p

(2π)4
e−ipµxµ

p2 −m2 + iε
(10.2)

From this theory, we cannot extract anything else. We therefore introduce a self-interaction
term

L = 1
2(∂µφ)(∂µφ)− m2

2 φ2 − λ

4!φ
4. (10.3)

This is the only possible term we can add without disrupting renormalizability, dimension-
ality and lower boundedness of the energy.
The equation of motion arising from this lagrangian is

(
∂µ∂

µ +m2)φ = − λ3!φ
3 (10.4)

20
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which is not easily solvable. We therefore turn to perturbation theory to find an approxi-
mate solution for the propagator of the theory.

There’s now a very important remark: while, for a free theory, the propagator is given
by the vacuum expectation value of time ordered product fields, like

〈0|T{φ1φ2} |0〉 = (10.5)

for an interacting theory, the ground state of the theory need not be the vacuum |0〉.
Therefore, for whatever process we need to evaluate, we’ll need to calculate something like

〈Ω|T{φ1φ2} |Ω〉 (10.6)

where now |Ω〉 is the real ground state of the theory. However, even in the case of interacting
theory, we can restrain ourselves to the calculation of vacuum expectation values, with some
caveats that we’ll see later, since the expectation value of eq 10.6 can be written as1 1 This is a really deep formula.

A proof for it can be found on
Peskin-Schröder.

〈Ω|T{φ(x)φ(y)} |Ω〉 = lim
T →∞(1−iε)

〈0|T
{
φI(x)φI(y) exp

[
−i
∫ T

−T
dtHI(t)

]}
|0〉

〈0|T
{

exp
[
−i
∫ T

−T
dtHI(t)

]}
|0〉

(10.7)

The vacuum expectation values are then calculated using Wick’s theorem, which we recall
here

Theorem 10.1 (Wick’s theorem).

T{φ1 · · ·φn} = : φ1 · · ·φn : + all possible contractions of two fields (10.8)

where : φ1 · φn : is the normal ordering. As an example, the T-product of three fields
becomes

T{φ1φ2φ3} = : φ1φ2φ3 + φ1φ2φ3 + φ1φ2φ3 + φ1φ2φ3 : (10.9)

In the free theory, if we wanted to calculate the 4-point function, we would have
constructed, using Wick’s theorem, all the possible diagrams with two lines joining the
four space-time points. Diagrammatically this boils down to

〈0|T{φ1φ2φ3φ4} |0〉 = + + (10.10)

Note that in the third diagram the lines do not intersect. In the self interacting theory we
have another contribution from the interaction vertex as we can see on figure 9.

= −iλ

Figure 9. Self interaction vertex
for the λφ4-theory.

So let us return to the evaluation of the two point function 〈Ω|T{φ1φ2} |Ω〉 by using
the formula 10.7. For now let us focus only on the numerator, we’ll treat the denominator
later on. The numerator can be expanded in power series

〈0|T
{
φ1φ2 + φ1φ2

[
−i
∫
d4z

λ

4!φ
4
]

+ · · ·
}
|0〉 (10.11)

The first term just gives the free field propagator. The second term, which for clarity we
write down as

S(1) = 〈0|T
{
φ1φ2

[
−i
∫
d4z

λ

4!φ(z)φ(z)φ(z)φ(z)
]}
|0〉 (10.12)
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can be evaluated using Wick’s theorem with a caveat: since we’re calculating vacuum ex-
pectation values, all the terms, in which a pair of non contracted fields appear, cancel since,
by definition, their normal ordering gives zero acting on the vacuum. By this mean, remain
only terms in which all the fields are contracted. There are 15 ways of contracting 6 fields
in pairs (the combination are easily found using the binomial coefficients). Fortunately
only two of them are really different, all the others are topologically the same diagrams.
For completeness sake I’ll mention some of them

T

{
φ1φ2

[
−i
∫
d4z

λ

4!φ(z)φ(z)φ(z)φ(z)
]}

=
(
− iλ4!

)∫
d4z φ1φ2

φ3φ3φ3φ3 + φ3φ3φ3φ3 + φ3φ3φ3φ3

+

+
(
− iλ4!

)∫
d4z

φ1φ2φ3φ3φ3φ3 + φ1φ2φ3φ3φ3φ3 + φ1φ2φ3φ3φ3φ3 + φ1φ2φ3φ3φ3φ3 + · · ·

 (10.13)

From this, we can easily see that we have two diagrams that can be made in many different
ways. For the calculation of the vacuum expectation value, diagrams that are topologically
the same, give the exact same result. As a Feynman diagram, this two factors are

(10.14)

Note that the first one is the product of two diagrams, namely a vacuum-vacuum diagram
with a free propagator. Diagrams such as this one are called disconnected. The second
diagram is called tadpole.
The first order expansion of the two point function thus is given by the sum of all the
diagrams times the interaction vertex, times a combinatorial factor which depends on how
the ways we can construct the same diagrams. In formulas we have

S(1) = 3
x y

z
+ 12 x z y =

= 3
(
iλ

4!

)
i∆F (x− y)

∫
d4z i∆F (z − z)i∆F (z − z) + 12

(
iλ

4!

)∫
d4z i∆F (x− z)i∆F (z − z)i∆F (y − z)

= iλ

8 i∆F

∫
d4z i∆F i∆F + iλ

2

∫
d4z i∆F i∆F i∆F (10.15)

We could easily go now to second order by making up all the possible diagrams with 2 ex-
ternal vertices and 2 internal vertices

S(2) = c
(2)
1 + c

(2)
2 + c

(2)
3 + c

(2)
4 + c

(2)
5

(10.16)
and so on to further orders.

We can begin now to write down the Feynman rules for the λφ4-theory

Remark. Position space Feynman rules:

• For every vertex
z

there is a factor −iλ
∫
d4z

• For every n lines that can be exchanged without changing the diagram there is
a factor 1/n!. The factor n! is called symmetry factor
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• For every line x y there is a propagator i∆F (x− y)

• For every line there is a factor 1

• For every tadpole there is a factor 1
2

One way to interpret these rules is to think of the vertex factor −iλ as the amplitude
of the emission and/or absorption of particles at a vertex. The integral

∫
d4z instructs us

to sum over all points in space-time where this process can occur. This is just the result
of superposition.
It is convenient most of the times to evaluate Feynman diagrams in momentum space.
The Feynman rules do not change much, we just have to take the Fourier transform of
the various factors which will leave us with some delta functions which impose momentum
conservation at vertices.

Remark. Feynman rules in momentum space

• For every vertex there is a factor −iλ

• For every line there is a propagator D(p)

• For every external line there is a plane wave factor e−ipxD(p) if the mo-
mentum is entering the vertex, or a factor eipxD(p) if the momentum is exiting
the vertex

• At every vertex we must impose momentum conservation
(2π4)δ(4)(

∑
initial p−

∑
final p)

• On every loop we integrate on the momentum of the loop
∫

d4q
(2pi)4

• Divide by the symmetry factor

10.2 The grand finale

It’s easy to see now that the denominator of the 10.7 contains only vacuum-vacuum di-
agrams. Moreover, we can see from equation 10.15, that there are some diagrams that
are just free propagators times vacuum-vacuum diagram or tadpoles with vacuum-vacuum
diagrams. This concept will help us understand the final form of the propagator in an
interacting scalar theory. In fact, if we write down using Feynman diagrams the equation
10.7 we would get something like this

〈Ω|T{φ1φ2} |Ω〉 =
+ + + + + + · · ·

1 + + + + · · ·

=

(
+ + + · · ·

)(
1 + + + + · · ·

)
1 + + + + · · ·

(10.17)

= + + + · · ·

Incredibly enough, vacuum diagrams do not contribute2 to the 2 point functions for a λφ4- 2 Again, a more "formal"
proof can be found on Peskin-
Schroeder.
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theory, since their contribution is eliminated by the denominator! You can even see how
powerful the Feynman diagrams are since we got this result just by computing the essential
parts and then adapting to all the others. This result works quite generally for all n-point
functions.
Now that we know that the propagator of an interacting theory is just given by the infinite
sum of its connected diagrams, we can do a further simplification.
Whenever a diagram can be cut into diagrams that still make sense, we call that diagram a
reducible diagram. An example of a reducible diagram is the two tadpole diagram which
can be cut into two one-tadpole diagrams

= + (10.18)

Diagrams that cannot be cut are called irreducible diagrams. If we cut off the external
legs to the diagrams we get the so called amputated diagrams. Without giving the
proof to this, which is quite lengthy and can be found on Peskin Schroeder, we conclude
the following: for the evaluation of n-point functions only the sum of all irreducible,
amputated diagrams has to be evaluated. If we define

D−1
0 (p2)D(p2)D−1

0 (p2) =×= + + + + · · · (10.19)

then the propagator is given by the following sum

〈Ω|Tφ1φ2 |Ω〉 = + + + · · · (10.20)

Therefore, if we define the amputated diagram series

−i∆(p) =
∑

All possible
irriducible diagrams

(Value of the irriducible
amputated diagram

)
=× (10.21)

which is called self energy, and let us evaluate the propagator for the interacting theory

〈Ω|Tφ1φ2 |Ω〉 = i

p2 −m2 + iε

+ i

p2 −m2 + iε
(−i∆(p)) i

p2 −m2 + iε

+ i

p2 −m2 + iε
(−i∆(p)) i

p2 −m2 + iε
(−i∆(p)) i

p2 −m2 + iε
+ · · ·

= i

p2 −m2 + iε

(
1

1− (−i∆(p))

)
i

p2 −m2 + iε

= i

p2 −m2 −∆(p) + iε
(10.22)

where we have used the formula for the geometric series. We can go back to the propagator
in position space just by Fourier transform

〈Ω|Tφ1φ2 |Ω〉 =
∫

d4p

(2π)4
i

p2 −m2 −∆(p) + iε
e−ip(x−y) (10.23)

To comprehend the result we notice that the mass of a particle is the pole of the propagator.
From the result 10.22 we conclude that the interaction of the field with the vacuum changes
the mass that the particle would have if it didn’t interact with it.
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We come to the big conclusion that

Free theory Interacting theory
〈0|Tφ1φ2 |0〉 〈Ω|Tφ1φ2 |Ω〉

i

p2 −m2
0 + iε

i

p2 −m2 + iε
(10.24)

where the real mass is now m2 = m2
0 + ∆(p).

11 The complex scalar field

Just a few words for the case of a complex, self-interacting, scalar field. We know that the
complex scalar lagrangian, that is

L = (∂µφ
†)(∂µφ)−m2φ†φ (11.1)

can be constructed from two real scalar fields with their complex combination

φ(x) = 1√
2

(σ(x) + iπ(x)) φ†(x) = 1√
2

(σ(x)− iπ(x))

σ(x) = 1√
2

(φ(x) + φ†(x)) π(x) = 1
i
√

2
(φ(x)− φ†(x)) (11.2)

so that the lagrangian is just the sum of two real lagrangians

L = 1
2(∂µσ)(∂µσ) + 1

2(∂µπ)(∂µπ)− m2

2 σ2 − m2

2 π2. (11.3)

In this theory, the free propagators of the two fields are identical since they have the same
mass

〈0|T{σ1σ2} |0〉 = 1
2 〈0|T

{
φ1φ

†
2

}
|0〉+ 1

2 〈0|T
{
φ†

1φ2

}
|0〉 =

∫
d4p

(2π)4
i

p2 −m2 + iε
e−ip(x−y)

〈0|T{π1π2} |0〉 = 1
2 〈0|T

{
φ1φ

†
2

}
|0〉+ 1

2 〈0|T
{
φ†

1φ2

}
|0〉 =

∫
d4p

(2π)4
i

p2 −m2 + iε
e−ip(x−y)

(11.4)

To introduce the interaction term we notice that there are two possible terms which preserve
the hermiticity of the lagrangian

−λ(φ†φ)2 Y
((
φ†)2 + (φ)2

)2
(11.5)

Between them only the first one is globally U(1) invariant, so we choose that.

Consider then the complex scalar, self-interacting, lagrangian

L = (∂µφ†)(∂µφ)−m2φ†φ− λ(φ†φ)2 (11.6)

which is equivalent to the two real scalar field, self interacting lagrangian

L = 1
2∂

µσ∂µσ + 1
2∂

µπ∂µπ −
m2

2
(
σ2 + π2)− λ

4
(
σ2 + π2)2 (11.7)
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The global U(1) transformation on the complex field φ acts on the real fields as follows

φ(x)→ eiθφ(x) = (cos θ + i sin θ)σ + iπ√
2

= 1√
2

[(σ cos θ − π sin θ) + i(σ sin θ + π cos θ)]

φ†(x)→ φ†(x)e−iθ = 1√
2

[(σ cos θ − π sin θ)− i(σ sin θ + π cos θ)] (11.8)

which can be equivalently written down as(
eiθ 0
0 e−iθ

)(
φ(x)
φ†(x)

) (
cos θ − sin θ
sin θ cos θ

)(
σ(x)
φ(x)

)
(11.9)

Note that the potential term is invariant under rotations and that, since the two field, while
rotated, are being mixed together, they have to be degenerate in mass.
The interaction lagrangian is therefore

LI = −λ4 (σ2 + π2)2 = −λ4 (σ4 + 2σ2π2 + π4) (11.10)

from which we get three possible interaction vertices

σ(z) σ(z)

σ(z) σ(z)

π(z) π(z)

π(z) π(z)

σ(z) π(z)

σ(z) π(z) (11.11)

The Feynman rules for the first two diagrams are the same as for the real scalar field with
a different symmetry factor- For the third vertex we can observe that contractions between
π and σ fields are zero. As an example, the interaction vertex for the first two diagrams
leads to a factor −6λ, which comes from the 4! possible combination of the lines times
the constant −λ/4, whereas the last diagram leads to a factor −λ, which comes from the
possible the 2 possible combination of the lines, both for π and σ, times the same factor.

12 Scalar electrodynamics

12.1 The theory

What if we impose the U(1) symmetry to be local instead of global? We know from QED
that imposing a gauge symmetry is equivalent to substituting to the normal derivative the
following covariant derivative

∂µ 7→ Dµ = ∂µ − ieAµ (12.1)

where Aµ is the 4-potential, such that

Dµφ→ eieθ(x)Dµφ (12.2)

for which the gauge transformation becomes

φ(x)→ eieθ(x)φ(x) φ†(x)→ φ†(x)e−ieθ(x) Aµ(x)→ Aµ(x)− ∂µθ(x) (12.3)
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and therefore the lagrangian is gauge invariant by construction

L = (Dµφ†)(Dµφ)−m2φ†φ = (∂µ + ieAµ)φ†(∂µ − ieAµ)φ−m2φ†φ

= ∂µφ†∂µφ+ ieAµ(φ†∂µφ− ∂µφ
†φ) + e2φ†φAµAµ −m2φ†φ

= ∂µφ†∂µφ−m2φ†φ+ ejµA
µ + e2φ†φAµAµ (12.4)

where jµ = φ†∂µφ − ∂µφ
†φ = φ†

↔
∂µφ. In accordance to QED we have to add the kinetic

term for the EM-field, completing the scalar electrodynamics lagrangian

L = ∂µφ†∂µφ−m2φ†φ− 1
4F

µνFµν + ejµA
µ + e2φ†φAµAµ (12.5)

Note that in this considerations we explicitly put the charge e which identifies the different
representations of the U(1) symmetry group.

From the lagrangian 12.5 we see two interaction factors ejµA
µ and e2φ†φAµAµ. These

two factors give rise to two different interaction vertices. The first factor is, in momentum
space, ie(pµ − p′

µ) and the second one is 2ie2δµν , where the factor 2 comes from the
possibility of interchanging the two photon fields. These vertices are given by the following
Feynman diagrams

p

p′

µ

µ ν

(12.6)

There’s a better way of defining the interactions terms through the use of a gauge covariant
current

jµ = ieφ† ↔
Dµφ (12.7)

12.2 A taste of divergencies

We see that scalar electrodynamics is constructed in a analogous manner to quantum
electrodynamics. Apart from the fact that in QED we have only one interaction term

−ieψ̄ /Aµψ (12.8)

while in scalar electrodynamics we have two interaction vertices, the perturbative expansion
of the S-matrix in scalar electrodynamics is divergent, while in QED is convergent. What
do we mean by this? Thanks to perturbation theory, the cross section of a certain process
can be evaluated perturbatively in powers of a given scale α, which in QED is 1/137

σ = σ0 + ασ1 + α2σ2 + · · · (12.9)

This series is convergent in QED while is not in scalar electrodynamics. The reason can be
easily found as follows: in every theory, the number of Feynman diagrams grows up facto-
rially with every perturbative order. However, in QED, the statistics of fermion fields helps
us eliminate lots of diagrams since whenever we change two fermionic lines the diagram
takes a negative sign. In scalar theory the statistics follows the Bose-Einstein distribution,
so this cancellation does not happen.
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However, the series expansion for scalar electrodynamics is Borel summable, that is∑
k

ckα
k →∞ but

∑
k

ck

k!α
k <∞ (12.10)

and this allows us to reconstruct the function for every value of alpha.
Contrary to all of this, QCD is not even Borel summable. Despite this, perturbation theory
can give us some useful information even in this case. About that, consider the following
integral

I(λ) = 1√
2π

∫ ∞

−∞
dx exp

{
−x

2

2 − λx
4
}

λ > 0 (12.11)

Perturbation theory helps us evaluate I(λ) for small values of λ

I(λ) ∼ 1√
2π
∑

n

(−λ)n

n!

∫ ∞

−∞
dxe−x2/2x4n =

∑
n

(−1)nλ
n

n! 〈x
n〉 (12.12)

Therefore we have to evaluate the Gaussian moments

〈xn〉 =
∫

dx√
2π
e−x2/2x4n = 22n2

∫ ∞

0

dx√
2π
ex2/2

(
x2

2

)2n

= 22n

√
π

Γ
(

4n+ 1
2

)
= (4n− 1)!!

(12.13)
and so

I(λ) ∼
∑

n

(−1)nλ
n

n! (4n− 1)!! (12.14)

This sum diverges for every possible value of λ. Despite this, from the result found we can
extract some useful information about the series.
Firstly we observe that the reason for which the series is divergent is that the integral
converges for λ > 0 but diverges for λ < 0 and so the convergence radius is zero, as we
obtained. If we plot our result as a function of the perturbative order n we get a graph
which will explode for big enough n, but the plot will arrive to a minimum before explod-
ing. Truncating the series to the term in which the plot has a minimum gives us the better
estimate for the integral. This point where we truncate our expansion is called cutoff.
Generally we need to know how the series behaves before doing perturbation theory.

Although divergencies seem unphysical, they are not. Consider as an example a system
near phase transition at a certain critical temperature Tc. Imagine to expand the physical
interesting quantity based on temperature. The impossibility of expanding the series after
T > Tc is a result of the phase transition, where we cannot define physical quantities. The
convergence radius of the perturbative series will help us to estimate the value of Tc.
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VNoether Theorem For Internal Sym-
metries
13 Quantum Noether’s theorem

In this short chapter we further develop Noether theorem in the case of internal symmetries
for a continuous group of transformations.

We know that any transformation of a Lie group can be written in exponential form

D(α) = exp
{
iαAt

A
}

(13.1)

where tA are the generators of the group and satisfy the Lie algebra of the group[
tA, tB

]
= ifABCtC (13.2)

Let’s take a lagrangian L(φa(x), ∂µφ
a(x)), where a is an internal index. Since we’re con-

sidering transformations that act on internal quantities, the coordinates remain invariant
under these transformations, so the action variation is such that δS = 0 and it translates
directly to the variation of the lagrangian δL = 0.

Consider then the transformation induced on the fields3 3 It’s very important to remem-
ber where the indices actually
run

a, b = 1, · · · , d

where d is the dimension of the
representation and

A = 1, · · · , D

where D is the number of gen-
erators.

φa(x)→ φ′a(x) =
(
exp
{
iαAt

A
})a

b
φb(x) ≈ φa(x) + iαA

(
tA
)a

b
φb(x) (13.3)

then the variation of the lagrangian induced by this transformation is

δL = ∂L
∂φa

δφa + ∂L
∂φa

,µ

δφa
,µ = ∂µ

(
∂L
∂φa

,µ

δφa

)
+
(
∂L
∂φa

− ∂µ
∂L
∂φa

,µ

)
δφa (13.4)

considering the field φa as a solution to the Euler-Lagrange’s equations, this leads to

δL = ∂µ

(
∂L
∂φa

,µ

δφa

)
= iαA∂µ

(
∂L
∂φa

,µ

(tA)a
bφ

b

)
= −αA∂µj

µ,A (13.5)

and so
δL
δαA

= −∂µj
µ,A where: jµ,A = −i

(
tA
)a

b

∂L
∂φa

,µ

φb (13.6)

If the transformation is a symmetry of the system, we get the conserved current

δL
δαA

= −∂µj
µ,A = 0 (13.7)

which tells us that we get a number of conserved currents which is equal to the number of
the generators of the group.
The conserved charge is easily found

QA =
∫
d3xj0,A = −i

∫
d3x

∂L
∂∂0φa

(tA)a
bφ

b = −i
∫
d3x Πa(tA)a

bφ
b (13.8)
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and this, being conserved, implies

dQA

dt
= 0 =⇒

[
QA,H

]
= 0 (13.9)

that is, the Hamiltonian is simultaneously diagonalizable using the conserved charges. We
can therefore classify each state using the eigenvalues of the generators which belong to
the Cartan subalgebra of the considered group. In fact

[
H,QA

]
= −i

∫
d3x
[
H,Πa(tA)a

bφ
b
]

= −i(tA)a
b

∫
d3x
{

[H,Πa]φb + Πa

[
H,φb

]}
= (tA)a

b

∫
d3x
{
∂0Πaφ

b + Πa∂0φ
b
}

= i∂0(−i)
∫
d3xΠa(tA)a

bφ
b

= i∂0Q
A = 0 (13.10)

The conservation of the charge has several implications. First this means that, given a
certain rank of the group, you may classify the physical states as eigenstates of the energy-
momentum, of the invariant mass and of as many internal quantum numbers as the rank
of the group is. For example, if the symmetry is flavour SU(3), corresponding to the up,
down and strange quarks, which has rank two, we can classify the physical states on the
basis of their isotopic spin and hypercharge (or electric charge). This includes obviously
the single particles states. Moreover, in any physical process, since QA is conserved the
charge of the initial states must be the same of the final ones.

Since the charges are now part of the Cartan subalgebra, they can be taken as gener-
ators of the group, let’s see why. We first compute the commutator of the charge operator
with the field operator[

Q̂A, φ̂a(x)
]

= i

∫
d3y
[
Π̂a(y)(tA)a

cφ̂
c(y), φ̂b(x)

]
= i

∫
d3y(tA)a

cΠ̂a(y)
[
φ̂c(y), φ̂b(x)

]
+
∫
d3y(tA)a

c

[
Π̂a(y), φ̂b(x)

]
φ̂c(y)

= i(tA)a
c

∫
d3y δb

a(−i)δ(3)(x− y)φc(x)

= (tA)b
cφ

c(x) (13.11)

which means that we can write the transformation for the field in two equivalent ways

φ′a(x) =
(
eiαAtA

)a

b
φb =

(
eiαAQA

φ e−iαAQA
)a

(13.12)

where exp
(
iαAtA

)
is a matrix and φ is a complex vector, whereas in the last term on the

right hand side, φ can be seen as a quantum field. The proof of the statements is easily
done by using infinitesimal transformations

φ′a =
(
1 + iαAQA

)
φa
(
1− iαAQA

)
= φa + iαA[Qa, φa] = φa + iαA(tA)a

bφ
b (13.13)

Lastly we note that [
QA, QB

]
= ifAB

CQ
C (13.14)

which can be easily proven plugging in the definition of the charge in 13.8.
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VIFermi Theory of Weak interactions
14 Introduction

14.1 Building up the theory

Soon after the discovery of radiation by Henri Becquerel, there were many theories that
tried to explain such a process. Firstly it was assumed that the fast electrons ejected in
the radiation were part of the nucleus before the decay. This theory was rejected with the
discovery of the neutron by Chadwick. It became evident that the electron is created at
the instant that the neutron transformed into a proton.
Another difficulty came around when the spectrum of the emitted electrons was measured
and resulted to be continuous. Since the initial and final nuclei have well defined energies,
this would mean a violation of energy conservation. Pauli therefore, in 1930, proposed that
another particle would have to be ejected in the decay. This particle nowadays is called
neutrino and the full neutron decay is given by

n→ p+ e− + ν̄ (14.1)

This particle should carry no charge, because of charge conservation, and should have
low mass. Since the neutron, proton and electron carry spin 1

2 , conservation of angular
momentum requires that also the new particle should carry spin 1

2 .
The first one to conceive a quantitative theory of β decay (so it was called the decay of
the neutron) was Fermi in 1934. He did this by postulating that the decay process can be
described by adding to the Hamiltonian an interaction term containing the wave functions
of the four free particles

HF = H0
n +H0

p +H0
e +H0

ν +
∑

i

Ci

∫
d3x
(
ūpÔiun

)(
ūeÔiuν

)
(14.2)

Here up, un, ue, uν denote the wave functions of the four particles and the bar denotes the
Dirac adjoint ū = γ0u

†. The Ôi are appropriate operators that characterize the interactions
and are weighted by come constants Ci.
Since the electron in β decay is emitted with high energy with respect to its mass and the
neutrino is practically massless, they are relativistic and therefore their wave functions are
solution to the free Dirac equation (

i/∂ −m
)
u = 0 (14.3)

We now concentrate to solely the interaction term which is given by the Hamiltonian density

HF =
∑

i

Ci

(
ūpÔiun

)(
ūeÔiuν

)
(14.4)

A question arises: what are the operators Ôi? The answer was found in the deep experi-
mental evidences in the years following the proposed theory.
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Firstly, the Hamiltonian density has to be Lorentz invariant, this means that the quantity(
ūpÔiun

)(
ūeÔiuν

)
(14.5)

has to be a Lorentz scalar. The only possible quantities that make it a Lorentz scalar are
the following bilinear covariants

1 γµ σµν = i

2 [γµ, γν ] γµγ5 γ5 (14.6)

or, in practice, a scalar (S), a vector (V ), a tensor (T ), an axial vector (A) and a pseudo-
scalar (P ).
Since in nuclear β decay protons and neutrons move non-relativistically, the matrix el-
ements can be simplified in the nucleonic part of the Hamiltonian. As it’s well known,
the Dirac 4-spinor can be decomposed into two components φ and ξ where the latter is a
2-spinor and, in the non-relativistic limit, is much smaller than the other 2-spinor and so
can be neglected. In this limit, from the product ūpΓun, where Γ = {1, γµ, σµν , γµγ5, γ5},
what remains is

ūpun, ūpγ
µun → φ†

pφn

ūpσ
µνun, ūpγ

µγ5un → φ†
pσφn

ūpγ5un → 0 (14.7)

The relevant non-vanishing cases ar called Fermi transitions S, V , and the Gamow-Teller
transitions T,A. In the latter obviously the spin of the nucleus may change, while it does
not for Fermi transitions. Both cases are actually observed in nature, that is, the Fermi
Hamiltonian 14.4 must contain some combination of S−V and T −A couplings. It can be
shown that oscillation would occur in the electron spectrum if S and V couplings where to
be simultaneously present, and the same would be true for T and A. Since this oscillations
are not observed in nature, the only possible couplings can be between S − T , S − A,
V − T , V − A. Measurement of several lifetimes of several nuclei lead to the conclusion
that the coupling constants of both Fermi and Gamow-Teller transitions are about equal
in magnitude

GF ≈ 10−4 MeV fm−1 =⇒ GF ≈ 10−11 MeV−2 (14.8)

In the following years many other particles that decay weakly were discovered and in all
cases almost the same constant GF appears. One can talk about the universal Fermi
constant.

14.2 Parity is not conserved?!
The K+ meson discovery displayed a serious problem. It was found that this particle,
beside the decay in π0µ+ν, decays in the following ways

K+ → π0 + π+ K+ → π+ + π+ + π0 (14.9)

It was well known that the pion had negative parity. Since all pions are emitted in s-wave
the total parity of the two decays is not the same.
This violation of parity was soon proved in the beautiful experiment by Wu at al. using
the decay of 60Co into 60Ni. They observed that the direction of the emitted electron in
the β decay of 60Co was predominantly opposite to the nuclear spin4. This fact can be 4 The spin of the nucleus was

aligned using a strong magnetic
field at a very low tempera-
ture. The experimental appara-
tus that made possible to arrive
at 0.01K in the 1960 was mar-
velous. I urge you to gave it a
look.

rephrased as follows: electrons are predominantly polarized opposite to the direction of
their motion, that is, they have negative helicity. Following this experiment, the same
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measurement were done for positrons in β+ decays. What it was found is that positrons
have positive elicity.
There only remains to find the elicity of the neutrino. Careful measurement led by Gold-
haber et al., using the electron capture of 152Eu 5 proved that neutrino is always emitted 5 Since it would be impossible

to measure directly the helicity
of the neutrino emitted, they
instead measured the photon
emitted by the subsequent de-
excitation of the 152Sm atom.

with negative helicity and anti-neutrino with positive helicity. From experiments we have
concluded that only a single helicity appears: electrons and neutrinos are always left-
handed while positrons and anti-neutrino are always right-handed.
Now we return to the question of the exact form of the Fermi Hamiltonian 14.4. Ex-
periments showed that the part containing electrons and neutrino spinors, should only
contain the part of the wave function with negative helicity. In the relativistic limit we can
construct the projection operators

P̂± = 1
2(1± γ5) (14.10)

which are called projection operators on states of positive and negative chirality. For
neutrinos this form of the operators is exact. For electron, being massive, they are good if
the electron momentum is high enough6. According to this considerations we must replace 6 This implies that the state-

ment that electrons have only
positive helicity is only approx-
imately correct.

the spinors by their components with negative chirality

ūeÔiuν → (P̂−u)Ôi(P̂−uν) (14.11)

From the barred component we find

P−u = (P−u)†γ0 = u†P †
−γ

0 = u†
(

1− γ5

2

)†

γ0 (14.12)

= u† 1− γ5

2 γ0 = u†γ0 1 + γ5

2 = ūP+

where in the last line we have used the property
{
γ0, γ5

}
= 0. Therefore we have to see

how the operator Ôi transforms under P̂+ÔiP̂−, for the cases found before. It can be easily
evaluated that

P̂+(1)P− = 0 P̂+γ̂
µP̂− = 1

2γ
µ(1− γ5)

P̂+σ
µνOiP̂− = 0 P̂+γ

µγ5P̂− = −1
2γ

µ(1− γ5)

P̂+γ5P̂− = 0 (14.13)

from which it’s obvious that the only relevant contributions are the V − A type. Lorentz
invariance requires that even the nucleonic part of the Fermi Hamiltonian has to be V −A
type. Extensive experimental analysis has led to the conclusion that the correct form for
the nucleonic part is given by

ūpγ
µ(gV + gAγ5)un = gV ūp

(
1− gA

gV
γ5

)
un (14.14)

with
gA/gV = −1.255± 0.006 (14.15)

This takes into a fact that protons and neutrons are composite particles.
The complete expression for the Hamiltonian interaction term is therefore given by

HF = −GF√
2
gV

[
p̄ γµ

(
1− gA

gV
γ5

)
n

]
[ē γµ(1− γ5)νe] = −GF√

2
jµ

(H)j
(L)
µ (14.16)
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where, in analogy with the electromagnetic current jµ = eψ̄γµψ, we defined the hadronic
current jµ

(H) and the leptonic current jµ
(L).

Through measurement of the decay of the neutron was found that

Γ ∼ G2
F × "Phase space volume" ∼ G2

F ∆m5 (14.17)

Using the Fermi theory one could construct in the same way the interaction Hamiltonian
for other processes like

Muon decay

µ− → e− + ν̄e + νµ HF = −GF√
2
ν̄µγ

µ(1− γ5)µē−γµ(1− γ5)νe

Inverse β decay

µ+ + n→ p+ ν̄µ HF = −GF√
2
gV p̄γ

µ(1− gA

gV
γ5)nµ̄γµ(1− γ5)νµ (14.18)

where for the first process
Γ ∼ G2

Fm
5
µ (14.19)

Despite being an effective theory, the Fermi model works not only in finding with a
good approximation the rates but also the distribution of energy of the particles in the
interaction.
Unfortunately, Fermi theory is not renormalizable since the operator that make up the
Hamiltonian have an overall dimension of 6. This required a better theory in which, by
some limits, one would get the Fermi effective theory since it gives sensitive results and so
it must be right in some way.

15 The Muon decay

15.1 From the SM to the Fermi effective theory

Now we know how to evaluate the decay rate of the muon in the framework of the Standard
Model. The theory of the Standard Model is quite extensive and is proven itself to be a
quite precise theory. What we want to see is that, given the Standard Model theory of the
muon decay, we can get, by some limit, the Fermi theory.

As described in the Standard Model, the muon decay is given at tree level by the fol-
lowing diagram

W−

µ−
ρ

νµ

σ

νe

e−

=
(
− igW√

2

)2
ū(pνµ)γρ 1− γ5

2 u(pµ−)W−
ρσ(q)ū(pe−)γσ 1− γ5

2 v(pν̄e)

(15.1)
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where the propagator of the W− boson with momentum q is given by

W−
ρσ(q) =

i

(
−gρσ + qρqσ

M2
W

)
q2 −M2

W + iε
(15.2)

With this we have now two parts to the matrix element which are given by the propagator

A =
(
− igW√

2

)2
ū(pνµ)γρ 1− γ5

2 u(pµ−) −igρσ

q2 −M2
W + iε

ū(pe−)γσ 1− γ5

2 v(pν̄e)

+
(
− igW√

2

)2
ū(pνµ

)γρ 1− γ5

2 u(pµ−) iqσqρ/M
2
W

q2 −M2
W + iε

ū(pe−)γσ 1− γ5

2 v(pν̄e
) (15.3)

It’s easy to prove that the first factor can be neglected in the limit in which q = mµ ≈ 100
MeV and using the fact that MW ≈ 100 GeV. Taking only the second factor then7 7 We’d make use of the relations

/pu(p) = mu(p)
ū(p)/p = −mū(p)

and the same goes for v(p) and
v̄(p). Moreover we’ll use

{γµ, γ5} = 0

(
− igW√

2

)2
ū(pνµ)γρ 1− γ5

2 u(pµ−) iqσqρ/M
2
W

q2 −M2
W + iε

ū(pe−)γσ 1− γ5

2 v(pν̄e)

=
(
− igW√

2

)2
ū(pνµ)/q

1− γ5

2 u(pµ−) i/M2
W

q2 −M2
W + iε

ū(pe−)/q
1− γ5

2 v(pν̄e)

=
(
− igW√

2

)2
ū(pνµ)

(
/pµ
− /pν

)1− γ5

2 u(pµ−) i/M2
W

q2 −M2
W + iε

ū(pe−)
(
/pe
− /pν

)1− γ5

2 v(pν̄e)

=
(
− igW√

2

)2
ū(pνµ)/pµ

1− γ5

2 u(pµ−) i/M2
W

q2 −M2
W + iε

ū(pe−)/pe

1− γ5

2 v(pν̄e)

−
(
− igW√

2

)2
ū(pνµ)/pµ

1− γ5

2 u(pµ−) i/M2
W

q2 −M2
W + iε

ū(pe−)/pν

1− γ5

2 v(pν̄e)

−
(
− igW√

2

)2
ū(pνµ)/pν

1− γ5

2 u(pµ−) i/M2
W

q2 −M2
W + iε

ū(pe−)/pe

1− γ5

2 v(pν̄e)

+
(
− igW√

2

)2
ū(pνµ)/pν

1− γ5

2 u(pµ−) i/M2
W

q2 −M2
W + iε

ū(pe−)/pν

1− γ5

2 v(pν̄e) (15.4)

using the properties of anticommutation and the operation of the momentum on the wave
functions, the final result is

(
−igW√

2

)2{
mµ −mν

M2
W

ū(pνµ
)u(pµ) + mµ +mν

M2
W

ū(pνµ
)γ5u(pµ)

}
i

q2 −M2
W + iε

{
me +mν

M2
W

ū(pe)v(pνe
) + me −mν

M2
W

ū(pe)γ5v(pνe
)
}

(15.5)

Since me,mν ,mµ �MW , we can neglect all the terms which is what we were searching.

Now only one term remains

A =
(
− igW√

2

)2
ū(pνµ)γρ 1− γ5

2 u(pµ−) igρσ

M2
W

ū(pe−)γσ 1− γ5

2 v(pν̄e) (15.6)

from which we find that, in the limit in which q �MW , the propagator is given by

Wρσ = igρσ

M2
W

(15.7)



The Muon decay Decay width in the Fermi theory 36

In real space the propagator 15.7 is

W (x− y) = i

∫
d4q

(2π)4
gρσ

M2
W

e−iq(x−y) = gρσ

M2
W

δ(4)(x− y) (15.8)

which means that the interaction is practically localized in one point. In this limit

A = g2
W

8M2
W

[
ū(pνµ

)γρ(1− γ5)u(pµ−)
]
[ū(pe−)γρ(1− γ5)v(pν̄e

)] (15.9)

which is exactly the Fermi theory, where now GF =
√

2g2
W /8M2

W . This consideration
proves that even non renormalizable theories are useful as an effective theory and they
constitute a certain limit of a more general theory. In the limit of small energies q/MW � 1,
we get back from the SM theory to the Fermi theory.

15.2 Decay width in the Fermi theory
We would like to evaluate the decay rate of the muon using Fermi theory. Starting from

dΓ = 1
Nσi

∑
σi

∑
σf

(2π)4δ(4)
(
p−

∑
f pf

)
2m |Mfi|2

∏
f

d3pf

(2π)32Ef
(15.10)

where we sum over all polarizations of incoming and outgoing particles. Obviously we take
the transition amplitude from the Fermi theory

Mfi = i
GF√

2
ū(pe)γµ(1− γ5)v(pνe

)ū(pνµ
)γµ(1− γ5)u(pµ)

M∗
fi = −iGF√

2
[
ū(pe)γµ(1− γ5)v(pνe

)ū(pνµ
)γµ(1− γ5)u(pµ)

]∗ (15.11)

where the complex conjugate of the matrix element can be easily evaluated using the
properties of the gamma matrices8. Using a general bilinear covariant Γ we have the 8 Namely

γ0γµ†γ0 = γµ

and
γ0γ0 = 1

following

[ū1Γu2]∗ =
[
u†

1γ
0Γu2

]†
= u†

2Γ†γ0†u†
1 = u†

2γ
0γ0Γ†γ0u†

1 = ū2Γ̄u1 (15.12)

where
Γ̄ = γ0Γ†γ0 (15.13)

which in our case Γ = γµ(1− γ5) yields

γ0(1− γ5)†γµ†γ0 = γ0γµ†γ0(1− γ5) = γµ(1− γ5) (15.14)

The modulus square of the transition matrix becomes, rearranging the terms in the product

G2
F

2
[
ū(pνµ)γρ(1− γ5)u(pµ)ū(pµ)γσ(1− γ5)u(pνµ)

]
[ū(pe)γρ(1− γ5)v(pνe)v̄(pνe)γσ(1− γ5)u(pe)]

(15.15)
Since we’re summing over all polarizations, we can use Casimir’s trick with the completeness
relations and get

|A|2 = G2
F

2 Tr
[
γρ(1− γ5)(/pµ

+mµ)γσ(1− γ5)(/pνν
+mνµ

)
]

Tr
[
γρ(1− γ5)(/pνe

−mνe
)γσ(1− γ5)(/pe

+me)
]

(15.16)
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We could have got the same result by directly manipulating the Feynman diagram, closing
all fermion lines and joining up the two loops with a propagator to ensure that the particles
be on-shell. The resulting diagram is given in the sidenote9 where the ρ and σ are two 9

σ

σ

ρ

ρ

µ

ν

ν̄

e

weak vertices. The reason to this is a consequence of the Cutkosky cutting rules.

Let’s now calculate the two traces10 neglecting the mass of the neutrino

10 Remember that the trace of
the product of any odd number
of γ matrices vanishes. More-
over, the trace of the product
of two or any odd number of γ
times a γ5 is zero.

Tr
[
γρ(1− γ5)(/p(1) +m(1))γσ(1− γ5)/p(2)

]
= Tr

[
γρ(1− γ5)/p(1)γσ(1− γ5)/p(2)

]
+ Tr

[
γρ(1− γ5)m(1)γσ(1− γ5)/p(2)

]
= Tr

[
γρ(1− γ5)/p(1)γσ(1− γ5)/p(2)

]
+
(((((((((((((((

Tr
[
γρ(1− γ5)(1 + γ5)m(1)γσ

/p
(2)
]

= 2 Tr
[
γρ(1− γ5)/p(1)γσ

/p
(2)
]

= 2p(1)
α p

(2)
β

{
Tr
[
γργαγσγβ

]
− Tr

[
γργ5γ

αγσγβ
]}

= 2p(1)
α p

(2)
β

{
4(gραgσβ − gρσgαβ + gρβgασ) + 4iερασβ

}
= 8
(
pρ

1p
σ
2 + pσ

1p
ρ
2 − p1 · p2 g

ρσ + ip(1)
α p

(2)
β ερασβ

)
(15.17)

The same goes for the other trace, we just have to plug in (1, 2) = (µ, νµ) or (1, 2) =
(e, νe). Taking the product of the two traces cancels out many terms since there’ll be a lot
of contractions between symmetric tensors and the completely antisymmetric Levi-Civita
tensor. Taking this into account the result we get is

1
2
∑

σ

∑
σ′

|Mfi|2 = G2
F

4 64
(
pρ

µp
σ
νµ

+ pσ
µp

ρ
νµ
− pµ · pνµ

gρσ + ipµ
αp

νµ

β ερασβ
)

×
(
pe

ρp
νe
σ + pe

σp
νe
ρ − pe · pνe

gρσ + ipγ
ep

δ
νe
εργσδ

)
= G2

F

4 64
(

2(pe · pνµ
)(pνe

· pµ) + 2(pe · pµ)(pνe
· pνµ

)− pµ
αp

νµ

β pγ
ep

δ
νe
ερασβεργσδ

)
(15.18)

Using the property

ερασβεργσδ = ερσαβερσγδ = −2
(
δα

γδ
β

δ − δ
α

δδ
β

γ

)
(15.19)

we get

= G2
F

4 64
(

2(pe · pνµ
)(pνe

· pµ) + 2(pe · pµ)(pνe
· pνµ

) + 2pµ
αp

νµ

β pγ
ep

δ
νe

(
δα

γδ
β

δ − δ
α

δδ
β

γ

))
= G2

F

4 64
(
(pe · pνµ)(pνe · pµ) + 2(pe · pµ)(pνe · pνµ) + 2(pe · pνµ)(pνe · pµ)− 2(pe · pµ)(pνe · pνµ)

)
= G2

F

4 256(pe · pνµ
)(pν̄e

· pµ) (15.20)

From the full differential decay rate

dΓ = 1
2

1
2mµ

G2
F

2 (256)(pe · pνµ)(pν̄e · pµ)(2π)4 ·

· δ(4)(q − pν̄e
− pνµ

) d3pe

(2π)32Ee

d3pν̄e

(2π)32Eν̄e

d3pνµ

(2π)32Eνµ

(15.21)

Since, experimentally, it would be really hard to measure neutrinos, to get a sensitive result
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we integrate over their momenta. What we’re trying to solve is an integral of the following
form

Iαβ =
∫
d3p

2E

∫
d3p′

2E′ pαp
′
β δ

(4)(q − p− p′) (15.22)

This integral is manifestly Lorentz covariant. This is obvious because the delta function is
Lorentz covariant as the integration factor, which is due to the equality

d3p

2p0 =
∫
d4p δ(p2 −m2)Θ(p0) (15.23)

which is indeed Lorentz covariant. Performing the integration, the variable q is just the
only variable we’re left with. The only two second rank, Lorentz invariant, tensors that we
can construct are therefore gαβ and qαqβ . So

Iαβ = A(q2)gαβ +B(q2)qαqβ

q2 (15.24)

From this we can construct the following invariant forms

gαβIαβ = 4A(q2) +B(q2)
qαqβIαβ =

[
A(q2) +B(q2)

]
q2 (15.25)

We distinguish now two cases: the first one in which q is time-like, that is q2 > 0. With
this condition we can always perform a Lorentz transformation in which

q̃µ = Λµ
νq

ν ≡ (q̃0, 0) (15.26)

defines the reference frame. So we start in a general reference frame in which

gαβIαβ =
∫
d3p

2E

∫
d3p′

2E′ p
′
αp

αδ(4)(q̃0 − p0 − p′0)

=
∫
d3p

2E

∫
d3p′

2E′ δ
(4)(q − p− p′)1

2
[
(p+ p′)2 − p′2 − p2]

= 1
2(q2 −m2 −m′2)

∫
d3p

2E

∫
d3p′

2E′ δ
(4)(q − p− p′) (15.27)

By using the definition of the delta function

Iα
α = 1

2q
2
∫
d3p

2E

∫
d3p′

2E′ δ
(4)(q − p− p′)

= 1
2q

2
∫
d3p

2E

∫
d3p′

2E′ δ
(3)(q − p− p′)δ(q0 − E − E′)

=
∫
d3p

2E
1

2E′ δ(q
0 − E − E′) (15.28)

Now we switch to the center of mass reference frame. In this case, as we said, we have

q = (q0, 0) p = (
√
p2 +m2,p) p′ = (

√
p2 +m′2,−p) (15.29)

and so∫
d3p

2E
1

2E′ δ(q
0 − E − E′) =

∫
dpdΩp2

4EE′ δ(q
0 −

√
m2 + p2 −

√
m′2 + p2) (15.30)
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The delta function can be rewritten finding its zeros

m′2 + p2 = (q0 −
√
m2 + p2)2 = q02 +m2 + p2 − 2q0

√
m2 + p2

√
m2 + p2 = q02 +m2 + p2

2q0 =⇒ p2 =
(
q02 +m2 + p2

2q0

)2

−m2 (15.31)

Its derivative gives

d

dp

(
q0 −

√
m2 + p2 −

√
m′2 + p2

)
= p

E
+ p

E′ = p(E + E′)
EE′ = pq0

EE′ (15.32)

so that we get in the integral∫
dpp2dΩ
4EE′ δ(q

0 −
√
m2 + p2 −

√
m′2 + p2)

= 4π
∫

dpp2

4EE′
EE′

q0p
δ

p−
√√√√(q02 +m2 −m′2

2q0

)2

−m2

Θ(q0)

= π

q0


√√√√(q02 +m2 −m′2

2q0

)2

−m2

Θ(q0)

= π

√
q04 +m4 +m′4 − 2q02m2 − 2q02m′2 − 2m2m′2

4q04 Θ(q0) (15.33)

In the limit case in which the neutrino are massless, the result becomes

Iα
α = π

4 q
2Θ(q0) q2 > 0 (15.34)

Now, for the second integral we had, again in the center of mass frame, q = (q, 0)

qαqβIαβ =
∫
d3p

2E

∫
d3p′

2E′ δ
(4)(q − p− p′)(qαpα)(qβp′

β)

=
∫
d3p

2E

∫
d3p′

2E′ δ
(4)(q − p− p′)(q0E)(q0E′)

= q2

4

∫
d3p d3p′δ(4)(q − p− p′)

= q2

4

∫
d3p d3p′δ(q0 − E − E′)δ(3)(q − p− p′)

= q2

4 4π
∫
dp p2δ(q0 − E − E′) (15.35)

Again, in the limit of massless neutrinos, p = E and p′ = E′, so

qαqβIαβ = πq2
∫
dEE2 1

2δ
(
E − q

2

)
= π

q4

8 (15.36)

Then, by using the relations 15.25 we get

Iα
α (q2) = 4A(q2) +B(q2) = π

4 q
2 qαqβIαβ(q2) = A(q2) +B(q2) = π

8 q
2

{
A(q2) = π

24q
2

B(q2) = π
12q

2
(15.37)
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Then
Iαβ(q2) = π

24
(
q2gαβ + 2qαqβ

)
(15.38)

We didn’t analyze the case in which the vector q is space-like. In this case the integral will
be always zero.

We can now reinsert that in the formula for the decay rate 15.21

dΓ = 32G2
F

(2π)5mµ
pe

αp
µ
βI

αβ
(
(pµ − pe)2)d3pe

2Ee
(15.39)

Plugging in the value for the integral

dΓ = 32G2
F

(2π)5mµ

π

24
[
(pµ − pe)2(pe · pµ) + 2 (pµ − pe) · pe(pµ − pe) · pµ

]d3pe

2Ee

= G2
F

3πmµ

[
3(m2

µ +m2
e)(pµ · pe)− 4(pµ · pe)2 − 2m2

em
2
µ

] d3pe

(2π)32Ee
(15.40)

In the reference frame of the muon

dΓ = G2
F

3πmµ

[
3(m2

µ +m2
e)mµEe − 4m2

µE
2
e − 2m2

µm
2
e

] d3pe

(2π)32Ee
(15.41)

For simplicity we can study the limit in which the electron mass can be neglected me � mµ.
After we have passed from the factor d3pe to the factor dEe, we get

dΓ = G2
F

24π4mµ
(3m3

µEe − 4m2
µE

2
e )4πE

2
edEe

2Ee
= G2

F

12π3mµ
(3m3

µ − 4m2
µEe)E2

edEe (15.42)

In the end, what we get is

dΓ
dE

= G2
F

12π3mµ
E2(3m3

µ − 4m2
µE) (15.43)

Since we know the kinematic limits for the energy of the electron to be E0 = me ≈ 0 and
E1 = mµ/2, we can easily integrate and get the final result

Γ ≈ G2
F

12π3mµ
(E3m3

µ − E4m2
µ)
∣∣∣∣
E1

=
G2

Fm
5
µ

192π3 (15.44)

If we considered the mass of the electron we would get a correction of the order (me/mµ)2

Γ =
G2

Fm
5
µ

192π3

(
1 +O

(
m2

e

m2
µ

))
(15.45)

This result is in really good match with the experiments if we put back the masses of the
neutrinos.

The result 15.44 is used to define the value of the Fermi constant GF . In order to
do that we have to take into account even radiative corrections, which come from the
electromagnetic interactions of the electron and the muon. The relevant processes are the
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following

µ

νµ

ν̄e

e

µ

νµ

ν̄e

e
(15.46)

which are the self energy corrections, and

µ

νµ

ν̄e

e (15.47)

which is a vertex correction, and finally

µ

νµ

ν̄e

e

µ

νµ

ν̄e

e (15.48)

which are the bremsstrahlung corrections. The bremsstrahlung diagram has to be included
since, owing to the vanishing photon mass, photons with arbitrary small energies may be
emitted. On the other hand, because of the limited experimental resolution, it is impossible
to distinguish the muon decay accompanied by an extremely soft photon from the decay
without radiation. This contribution exactly cancels the divergent terms in the self-energy
diagrams for very soft photons, the so called infrared divergences. The calculation of the
corrections leads to a modification of the decay rate

Γ =
G2

Fm
5
µ

192π3

(
1 + α

4π

(
π2 − 25

4

)
− 8m

2
e

m2
µ

+ · · ·
)

(15.49)

in which we see that radiative corrections are of greater importance than the correction due
to the non-zero mass of the electron. With this formula, it has been found experimentally
that

GF = (1.166 37± 0.000 02)× 10−11 MeV−2 (15.50)
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16 The Neutron decay

From Fermi Hamiltonian for the neutron decay given in equation 14.16 we see that the
interaction is of the following form11 11 We’ll see later that even this

is the result of the low energy
limit of the SM lagrangian. In
the Standard Model the decay
is based on the interactions be-
tween the quarks that make up
the proton and the neutron, me-
diated by the vector boson W−

which in turn decays into an
electron-antineutrino pair.

n

νe

p

e−

= −GF√
2
gV

[
p̄ γµ

(
1− gA

gV
γ5

)
n

]
[ē γµ(1− γ5)νe]

This semileptonic decay is considered one of the most important decays, especially in
order to study and comprehend all the ideas concerning the electroweak theory and to
better understand the quark model proposed by Gell-Mann.
In this section we will see only the accounts concerning the cross section because the study
of this decay is the same made for the muon decay. We have only to take into account of
some differences:

• There is the factor gA

gV
6= 1

• In the kinematics you have proton and neutron almost at rest, so when you write the
energy of the proton in a non relativistic formula Ep ' mp + p2

p

2mp
, you can neglect

the momentum

• There is only one term depending on the angle between the electron and the neutrino,
pe · pν̄e

= EeEν̄e
− pepν̄e

cos θ. Since we know p2
p = (pn − pe − pν̄e

)2, then we can
write the scalar product independent of the angle, pe · pν̄e = EeEν̄e

16.1 Cross section in the Fermi theory

The formula of the cross section is

dσ = 1
φ

1
Nσi

∑
σi

∑
σf

(2π)4δ(4)
(
p−

∑
f pf

)
2m |Mfi|2

∏
f

d3pf

(2π)32Ef
(16.1)

that is the same formula of the decay width except for the factor φ that represents the flux.
Now let’s evaluate φ. We know

φ = 4
√

(p1 · p2)2 − p2
1p

2
2 (16.2)

and represents the collision of a particle with energy E1 with another particle at rest with
mass m2. Knowing that

(pi) = (Ei, Ei
−→vi ) (16.3)

we can write

φ2 = 16
[
E2

1E
2
2(1−−→v1

−→v2)2 −m2
1m

2
2
]

= 16
[
E2

1E
2
2(1− 2−→v1

−→v2 + v2
1v

2
2)−m2

1m
2
2
]

(16.4)
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Exploiting the formula (−→v1 −−→v2)2 = v2
1 + v2

2 − 2−→v1
−→v2 , we can invert it and get to

φ2 = 16
[
E2

1E
2
2(−→v1 −−→v2)2 + E2

1E
2
2(1− v2

1 − v2
2 + v2

1v
2
2)−m2

1m
2
2
]

(16.5)

Now let’s focus on the second term

E2
1E

2
2(1− v2

1 − v2
2 + v2

1v
2
2)

= E2
2(E2

1 − p2
1 − E2

1v
2
2 − p2

1v
2
2)

= E2
2
(
m2

1 − (E2
1 − p2

1)v2
2
)

= E2
2
(
m2

1 −m2
1v

2
2
)

= m2
1(E2

2 − v2
2)

= m2
1m

2
2 (16.6)

This term cancels out with the third term, so in the end we have

φ = 4
√
E2

1E
2
2(−→v1 −−→v2)2 = 4E1E2 |−→v1 −−→v2| (16.7)
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VIIGell-Mann Levy Model
In the previous chapter we have analyzed the muon decay, a particular case of the Fermi
theory in which only lepton interactions were present, that is in the Fermi Hamiltonian
only lepton currents were present. This approach completely neglected the case of the β
decay from which we started. A full theory of β decays requires also lepton currents to
appear in the Hamiltonian, but it’s not enough. This requires also the study of strong
interaction.

The sigma model is an effective theory to describe the interactions between nucleons.
The theory encodes the vector and axial vector isospin symmetries of the strong forces and
the implication of the breaking of these symmetries for the weak axial current. It’s build
up by three pseudoscalar fields πi(x) for i = 1, 2, 3 and a scalar field σ(x), plus the fields
of the proton p(x) and the neutron n(x). From the three pseudoscalar mesons it’s possible
to construct the three pions

π± = π1 ± iπ2√
2

π0 = π3 (16.8)

17 The bosonic sector

17.1 Vector and Axial symmetries
The bosonic sector of the theory is given by the lagrangian

L = 1
2(∂µσ∂

µσ + ∂µ~π∂
µ~π)− m2

2 (σ2 + ~π · ~π)− λ

4 (σ2 + ~π · ~π)2 (17.1)

If we introduce the following notation in which all the fields are in a vector

Φ(x) =


σ(x)
π1(x)
π2(x)
π3(x)

 Φ(x) =


π1(x)
π2(x)
π3(x)
σ(x)

 (17.2)

we can rewrite the lagrangian in a compact way as

L = 1
2∂µΦT∂µΦ− V (ΦT Φ) (17.3)

In this form it’s evident that the theory is O(4) invariant, that is

O ∈ O(4) =⇒ Φ′
i = OijΦj =⇒ L′(Φ′) = L(Φ) (17.4)

Consider now the following infinitesimal transformation that we’ll call A and V

V δσ = 0 δπi = −εijkαjπk = −~α× ~π

A δσ = ~β · ~π δ~π = −σ~β (17.5)

with ~α = (α1, α2, α3) and ~β = (β1, β2, β3) the parameters of the transformation.

44
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Let’s now check that these are in fact symmetries of the lagrangian 17.1, starting from
the axial symmetry

δL = −(~α× ∂µ~π)∂µ~π + δV = δV

δ(ΦT Φ)

(
δ(ΦT Φ)
δσ

δσ + δV

δ(ΦT Φ)
δ(ΦT Φ)
δπi

δπi

)
= δV

δ(ΦT Φ)(−2~π · (~α× ~π)) = 0 (17.6)

since the cross product with π creates a vector which is orthogonal to π itself. For the axial
transformation we have

δL = −1
2
~β · ∂µ~π∂

µσ − 1
2∂µσ~β · ∂µ~π + δV = δV

δ(ΦT Φ)

(
2σ~β · ~π − 2σ~β · ~π

)
= 0 (17.7)

Using Nöether’s theorem we can therefore find two conserved currents

jµ
a,V = − ∂L

∂πk,µ

δπk

δαa
= ∂µπk(−εaikπi) = (∂µ~π × ~π)a

jµ
b,A = ∂L

∂Φi,µ

δΦi

δβb
= (∂µπb)σ − (∂µσ)πb (17.8)

from which we can find six conserved charges

QV
a =

∫
d3x(∂0~π × ~π)a

QA
b =

∫
d3x[(∂0πb)σ − (∂0σ)πb] (17.9)

17.2 The Lie algebra of the conserved charges

As we have seen in the chapter on the generalized Nöether theorem, this two charges are
the generators of the rotations on the quantized fields. If we compute the commutator of
the charges we’ll find the algebra. Using the quantization rules for the fields

[πi(x, t), π̇i(y, t)] = iδijδ
3(x− y)

[σ(x, t), σ̇(y, t)] = iδ3(x− y) (17.10)

we’ll have [
QV

i , Q
V
j

]
= iεijkQ

k
V[

QA
i , Q

A
j

]
= iεijkQ

k
V[

QV
i , Q

A
j

]
= iεijkQ

k
A (17.11)

which is a complicated mixed algebra (like the Lorentz algebra), that can be decomposed
in the same manner as the Lorentz algebra by introducing new operators

Qa
R,L = Qa

V ±Qa
A

2 (17.12)

Using this operators in the algebra 17.11 we find

[
Qa

R,L, Q
b
R,L

]
= 1

4
[
Qa

V ±Qa
A, Q

b
V ±Qb

A

]
= 1

4
{[
Qa

V , Q
b
V

]
±
[
Qa

V , Q
b
A

]
∓
[
Qa

A, Q
b
V

]
+
[
Qa

A, Q
b
A

]}
= iεabc

4 {Qc
V ±Qc

A ±Qc
A +Qc

V } = iεabcQ
c
R,L (17.13)
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and, easily enough [
Qa

R, Q
b
L

]
= 0 (17.14)

This way we separated the SO(4) algebra in two parts

SO(4) ∼ SU(2)A × SU(2)V ∼ SU(2)V +A × SU(2)V −A ∼ SU(2)R × SU(2)L (17.15)

In both bases every state carries two quantum numbers, each of which is a member of the
multiplet for the two symmetries. We’ll see why the notation R,L is convenient. We can
therefore write a generic transformation as

U(α, β) = exp
(
iαaQ

V
a + iβbQ

A
b

)
= exp

(
iαa(QR

a +QL
a ) + iβb(QR

b +QL
b )
)

= exp
(
i(αa + βa)QR

a + i(αb + βb)QL
b

)
= exp

(
iθR

a Q
R
a + iθL

b Q
L
b

)
= exp

(
iθR

a Q
R
a

)
exp
(
iθL

b Q
L
b

)
= UR(θR)UL(θL) (17.16)

where in the last line we used the fact that the two generators commute so there’re no
commutator terms in the Backer-Campbell-Haussdorff formula.

17.3 The spinorial representation of the sigma model
In order to understand how to transform a meson state, let us first introduce the spinorial
representation of the field Φ. We introduce the field Σ defined as

Σ = σ1 + 2i~τ · ~π Σ† = σ1− 2i~τ · ~π (17.17)

where 1 is the identity matrix and ~τ is the isotopic spin acting on the internal indices with

τx = 1
2

(
0 1
1 0

)
τy = 1

2

(
0 −i
i 0

)
τz = 1

2

(
1 0
0 −1

)
(17.18)

which are the Pauli matrices satisfying the relations

[τi, τj ] = iεijkτ
k {τi, τj} = 1

2δij (17.19)

In this representation the field is given by a 2× 2 matrix

Σ =
(

σ + iπ3 i(π1 − iπ2)
i(π1 + iπ2) σ − iπ3

)
(17.20)

with the following properties

σ = 1
2 Tr(Σ1) πi = (−i) Tr(Στi) det Σ = σ2 + ~π · ~π (17.21)

Let’s consider this transformation of the field Σ

Σ′ = eiαiτiΣe−iαiτi ≈ Σ + iαi[τi,Σ] (17.22)

which component-wise gives

σ′ = 1
2 Tr(Σ1) = 1

2 Tr(Σ1) + iαi

2 Tr([τi,Σ])

= 1
2 Tr(Σ1) + iαiσ

2 Tr([τi,1])− αiπk Tr([τi, τk]) = 1
2 Tr(Σ1) = σ (17.23)
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and

π′
j = (−i) Tr(Σ′τj) = (−i) Tr(Στj) + αi Tr([τi,Σ]τk)

= πj + αi Tr([τj , τi]Σ) = πj + iαiεjik Tr(τkΣ)
= πj − αiεjikπk = πj − (~α× ~π)j (17.24)

which means that the transformation 17.22 is just the V transformation 17.5. In an anal-
ogous way, the following transformation

Σ′ = e−iβiτiΣe−iβiτi ≈ Σ− iβi{τi,Σ} (17.25)

which again, component-wise realizes the before defined transformations

σ′ = 1
2 Tr(Σ1) = 1

2 Tr(Σ1)− iβi

2 Tr({τi,Σ})

= σ − iβi Tr({τi,Σ}) = σ + ~β · ~π (17.26)

and

π′
j = (−i) Tr(Σ′τj) = (−i) Tr(Στj) + (−i)2βi Tr({τi,Σ}τj)

= πj − βi Tr({τj , τi}Σ) = πj −
1
2βj Tr(Σ1)

= πj − βjσ (17.27)

which is the A transformation defined in 17.5. But how do we relate this to the R,L

transformations? Let’s take an A transformation after a V one

Σ′ = U†
A(β)UV (α)ΣU†

V (α)U†
A(β) = e−iβiτieiαiτiΣe−iαiτie−iβiτi (17.28)

In the case of αi = βi (R) we find
Σ′ = ΣU†

R (17.29)

and in the case of αi = −βi (L) we find

Σ′ = ULΣ (17.30)

so that a general transformation is given by

Σ′ = ULΣU†
R Σ′† = URΣ†U†

L (17.31)

We can now write the most general SU(2)R × SU(2)L renormalizable lagrangian with the
Σ field noting that

ΣΣ† =⇒ Invariant under UR

Σ†Σ =⇒ Invariant under UL

Tr
(
ΣΣ†) =⇒ Invatiante under both (17.32)

which means that the lagrangian will be

L = 1
4 Tr

(
∂µΣ†∂µΣ

)
− m2

4 Tr
(
Σ†Σ

)
− λ

16
(
Tr
(
Σ†Σ

))2 (17.33)
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We could have even added a term like

− g

16 Tr
(
Σ†ΣΣ†Σ

) SU(2)= −K
(
Tr
(
Σ†Σ

))2 (17.34)

but since SU(2) is pseudoreal12, the last equality holds and so we don’t add any new term 12 The fact that the group is
pseudoreal implies the following
equality

(σa)∗ = −σ2σaσ2

and together with the ciclicity
of the trace gives the last equal-
ity.

to the lagrangian.

18 The fermionic sector

18.1 Weyl spinors and nucleonic field
We have since now treated only the bosonic part of the lagrangia accounting for the three
pseudoscalar masons and a scalar meson. The ultimate goal is to build up an effective theory
of nucleon interactions, so we have now to study the nucleonic part of the lagrangian.
We know that a nucleon is given in term of an isospin dublet

Nα(x) =
(
pα(x)
nα(x)

)
(18.1)

where pα and nα are the fermion fields of the proton and the neutron respectively. At this
point we want to find again the vector and axial transformations for the spinor fields which
are given in general by

V ψ′ = eiαiτiψ ψ̄′ = ψ̄e−iαiτi

A ψ′ = eiαiτiγ5ψ ψ̄′ = ψ̄e−iαiτiγ5 (18.2)

It’s clear that there’s no change of sign in the axial transformation of ψ and ψ̄ do to the
fact that {ψ5, γ

µ} = 0.
Note that to be a symmetry of the theory, it’s generators should commute with the Lorentz
generators which is always a symmetry. The only symmetries acting on Dirac indices that
commute with Sµν are, in fact, 1 and γ5 which give in fact the two transformations in 18.2.

We knot that a dirac spinor transforms with the representation
( 1

2 , 0
)
⊗
(
0, 1

2
)

of the
Lorentz group so that it can be decomposed into two Weyl spinors: a right handed spinor
ψR which transforms as a doublet in

( 1
2 , 0
)

and as a singlet in
(
0, 1

2
)

and a left handed
spinor ψL which transforms as a doublet in

(
0, 1

2
)

and as a singlet in
( 1

2 , 0
)
. This is what

us called as the chiral representation

ψL = (1− γ5)
2 ψ = P−ψ

(1 + γ5)
2 ψ = P+ψ (18.3)

where P± are projection operators onto the right handed chirality or left handed chirality.
Let’s see how the two Weyl spinors transform under the V,A transformations using in-
finitesimal transformation

ψ′ ≈
(

1 + i
iαiτi

2 + i
βiτiγ5

2

)
ψ (18.4)

which can be projected onto the Weyl spinor using the relation P− + P+ = 1

P+ψ
′ + P−ψ

′ =
(

1 + i
αiτi

2 + i
βiτiγ5

2

)
(P+ψ + P−ψ)

ψ′
L =

(
1 + i

αiτi

2 − iβiτi

2

)
ψL ψ′

R =
(

1 + i
αiτi

2 + i
βiτi

2

)
ψR (18.5)
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where in the last line we used the property of the γ5 matrix

P±γ5 = ±P± (18.6)

We therefore conclude, using the operators defined in 17.29 and 17.30, that

ψ′
R = URψR ψ′

L = ψL Under UR

ψ′
L = ULψL ψ′

R = ψR Under UL

Doublet Singlet (18.7)

In the notation of SU(2)L × SU(2)R ≡ (nL,mR) the two Weyl spinors and the bosonic Σ
field are given by the representations

ψL ∈ (2, 1) ψR ∈ (1, 2) Σ ∈ (2, 2̄) (18.8)

So there is no γ5 associated with the V,A transformations, but only two different fields
which rotates differently under R,L.

18.2 The fermion lagrangian
We have now to build up the fermionic SU(2)R × SU(2)L invariant lagrangian with oper-
ators with dimensions ≤ 4. The only factor that respects this requirement is the kinetic
factor

L = iψ̄R /∂ψR + iψ̄L /∂ψL (18.9)

Not even a mass term is possible since

m(ψ̄RψL + ψ̄LψR) (18.10)

since is not invariant under R,L transformations. In fact

m(ψ̄RU
†
RULψL + ψ̄LU

†
LURψR) (18.11)

is clearly different from the term 18.10. The only possible interaction terms between
fermions are

g(ψ̄γµψ)(ψ̄γµψ) g(ψ̄γµγ5ψ)(ψ̄γµγ5ψ) (18.12)

but this have dimension 6 so we do not consider them.
The conserved vector and axial currents for the spinor fields are

jµ
V,a = − δL

δ(∂µψ)
δψ

δαa
= ψ̄γµτaψ

jµ
A,a = − δL

δ(∂µψ)
δψ

δβa
= ψ̄γµγ5τaψ (18.13)

19 The full theory

19.1 The interaction term
A general lagrangian has to take into consideration the meson part, the fermion part and
the interaction

L = LBose + LF ermi + LInt (19.1)

where we have discussed the first two parts before and are given by 17.33 and 18.9. What
remains to find is the interaction lagrangian.
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The only possible interaction term which, again is renormalizable and has the full
SU(2)R × SU(2)L symmetry, is given by

LInt = Y
[
ψ̄LΣψR + ψ̄RΣ†ψL

]
(19.2)

where if we want to explicitly have it in terms of protons and neutron fields

= Y

[
ψ̄

(1 + γ5)
2 (σ1 + 2i~τ · ~π) (1 + γ5)

2 ψ + ψ̄
(1− γ5)

2 (σ1− 2i~τ · ~π) (1− γ5)
2 ψ

]
= Y

[
σψψ̄ + 2i~π ·

(
ψ̄γ5~τψ

)]
(19.3)

We see that there are are in fact two terms in the interaction, let’s study them separately.

19.2 The nucleon scalar meson interaction vertex
The first term consist in the interaction of the proton and neutron field and the scalar field
σ

Y σψψ̄ = Y (pp̄+ nn̄)σ (19.4)

This vertex looks like the electromagnetic one, since there are an incoming proton (neutron),
an outgoing proton (neutron) and an emitted meson σ. The main difference between this
vertex and the electromagnetic one is that σ is a scalar, so there is no need of introducing
γµ and the vertex is simply −iY . The diagrams associated to this term are the following

p p

σ

n n

σ (19.5)

19.3 The nucleon pion interaction vertex
The second term is more interesting since it represent the nucleon-pion interactions. First
let us write ~τ · ~π as

~τ · ~π = τ1π1 + τ2π2 + τ3π
0 = 1√

2
(π+τ− + π−τ+) + π3τ3 (19.6)

where
π± = π1 ± iπ2√

2
π3 = π0 τ± = τ1 ± iτ2 (19.7)

Using this notation, the second term in the interaction lagrangian 19.3 can be rewritten as

Y 2i~π · (ψ̄γ5~τψ) = 2iY
(
p̄ n̄
)[ 1√

2
(π+τ− + π−τ+) + π0τ3

]
γ5

(
p

n

)
= iY

[√
2(n̄γ5pπ

+ + p̄γ5nπ
−) + (p̄γ5p− n̄γ5n)π0

]
(19.8)

The factor
√

2 that we find in the term that coulpes charged pions with the nucleons derives
from the isospin combination while the i is necessary for the hermiticity of the lagrangian.
In fact (π+π̄γ5)† = −π−n̄γ5p.
The first term corresponds to the vertex where the incoming proton p is annihilated with
the creation of a neutron n and a pion π+ in the final state. The total electric charge
is conserved at the vertex. This term also represents the annihilation of an antineutron
with the creation of an antiproton p̄ and a π+, or the annihilation of a virtual π− into a
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neutron n and a antiproton p̄. All this diagram are found by the first one just by taking
the particles from the initial state to the final state and changing it into it’s antiparticle.
The Feynman rule corrisponding to this vertex is

√
2Y γ5. Some of the diagrams associated

with it are the following

p

n

π+

n̄

p̄

π+

π−

p̄

n (19.9)

The second term corresponds to a vertex with the annihilation of an incoming neutron and
the creation of a proton p and a π− in the final state. The same term also represents the
annihilation of an antiproton p̄ to give an antrineutron n̄ and a π−, or the annihilation of
a π+ into a proton-antineutron pair. The Feynman rules for these vertices is the same as
before. Some of the Feynman diagrams are shown

n

p

π−

p̄

n̄

π−

π+

p

n̄ (19.10)

The third term corresponds to two possible vertices, one with the emission of a neutral pion
π0 by a proton, the other the emission of a π0 by a neutron. All the other crossed channels
are also present as in the previous cases. The Feynman rule for this vertex in these last
cases is ±Y γ5. Note that between the coupling of the charged pions and the neutral there
is a factor

√
2, which is simply a Clebsch-Gordan coefficient for the isospin, as said before.

The Feynman diagrams corresponding to the third vertex are shown

p

π0

p

n

π0

n (19.11)
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VIIISpontaneous Symmetry Breaking
Spontaneous symmetry breaking is a very general phenomena characterized by the fact
that the action has a symmetry, local or global, but the quantum theory, instead of having
a unique vacuum state which respects this symmetry, has several degenerate vacua that
transform into each other under the action of the symmetry group.
When a global symmetry is spontaneously broken, in the spectrum of the theory, there is
a massless particle for each broken symmetry generator. We’ll see that in particular the
pions are the Goldstone bosons of the spontaneously broken SU(2) axial symmetry of QCD.
They would be exactly massless if the symmetry were exact. Since it’s only approximate,
they are just lighter than the other hadrons.
When a local symmetry is spontaneously broken, the gauge field becomes massive and the
would-be Goldstone boson is turns into a third physical degree of freedom of the massive
spin-1 gauge field. This mechanism gives an effective mass to the gauge bosons W± and
Z0 of the electroweak theory.

20 SSB in statistical mechanics

20.1 The Landau-Ginzburg theory of phase transitions
Spontaneous symmetry breaking is a phenomena that can be found all over in physics. To
introduce the concept of SSB we first take a look at a very simple model of ferromagnetism.

Let us consider a solid with some magnetization density ~M(~x)13 The energy given by 13 To simplify my work, I’ll
write M(x) instead of ~M(~x).
This won’t change in any way
the theory, since we could have
considered a uniaxial ferromag-
net instead of a 3-dimensional
one.

the interaction of the magnetic dipoles

H = −
∑
x,v

J(x, v)M(x) ·M(x+ v) ≈ −
∑
x,v

J(|v|)M(x) ·M(x+ v) (20.1)

where for simplicity we considered that the magnetization is homogeneous and isotropic. If
we further simplify by considering only nearest neighbours interaction with equal coupling,
the energy becomes

H = −J
∑
x,i

M(x) ·M(x+ ai) (20.2)

where a is the lattice spacing.
A potential term can be added to this energy since we can consider the energy depending
also to the total magnetization of the solid. This interaction term has to be rotationally
invariant to reflect the fact that the dipole moments can align in any possible direction.
The only rotationally invariant term of M(x)is M(x) ·M(x) and so

H = −J
∑
x,i

M(x) ·M(x+ ai) + V (M(x) ·M(x)) (20.3)

What we are now interested in is the region of phase transition, particularly second
order phase transition. The relevant parameter for phase transition in a ferromagnet is the
Curie temperature. It’s well known that above Curie temperature, magnetism ceases to
exist in a ferromagnet. A diagram of the second order phase transition is given in figure 10.
So around TC , magnetization is small and we can therefore expand 20.3 is Taylor series
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H h  M >  0

first-order phase transition

critical point

TC \  
M  =  0

M  < 0

Figure 8.2. Phase diagram in the H-T  plane for a uniaxial ferromagnet.

point: T  æ T c ,  M  æ 0. Then it is reasonable to expand G (M )  as a Taylor 
series in M .  For H  =  0, we can write

G (M )  = A (T )  + B ( T ) M 2 + C { T ) M 4 + ■■■.  (8.2)
Because the system has a symmetry under M  —► —M , G ( M ) can contain only 
even powers of M .  Since M  is small, we will ignore the higher terms in the 
expansion. Given Eq. (8.2), we can find the possible values of M  at H  — 0 by 
solving

BCo = —  = 2 B ( T ) M  + 4 C ( T ) M 3. (8.3)
If B  and C  are positive, the only solution is M  = 0. However, if C  > 0 but 
B  is negative below some temperature T^, we have a nontrivial solution for 
T  <  Tc, as shown in Fig. 8.3. More concretely, approximate for T  «  Tc'-

B ( T ) = b ( T - T c ), C (T )  =  c. (8.4)

Then the solution to Eq. (8.3) is

. 0 for T  > Tc\

M  ~  ’ ±  {{b/2c){Tc  -  T )}1/2 for T  < Tc . ^

This is just the qualitative behavior that we expect at a critical point.
To find the value of M  at nonzero external field, we could solve Eq. (8.1) 

with the left-hand side given by (8.2). An equivalent procedure is to minimize 
a new function, related to (8.2). Define

G(M, H ) = A (T )  +  B ( T ) M 2 +  C (T )M 4 -  H M .  (8.6)

Then the minimum of G(M, H )  with respect to M  at fixed H  gives the value 
of M  that satisfies Eq. (8.1). The minimum is unique except when H  =  0 and 
T < Tc, where we find the double minimum in the second line of (8.5). This 
is consistent with the phase diagram shown in Fig. 8.2.

Figure 10. Phase diagram in the
H − T plane for a uniaxial ferro-
magnet
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H ≈ −Ja
2

2

(
M(x)−M(x+ ai)

a

)2
+B(T )(M ·M) + C(T )(M ·M)2 (20.4)

In the limit of a→ 0, so if we look at the macroscopic level, and by redefining the magne-
tization to incorporate the constant J , the energy becomes

H = 1
2(∇M)2 +B(T )(M ·M) + C(T )(M ·M)2 (20.5)

Since the system wants to minimize it’s energy, it’ll go in the configuration of M in which
H is minimized. Clearly, M has to be a minima of the potential part of 20.5. In this case

0 = ∂V

∂M
= 2B(T )M + 4C(T )M3 (20.6)

and here comes the catch: this minima clearly depends on the specific sign of the constants
B and C. This constant, in field theory, are the mass squared and the possible quartic
coupling, so it’s important to understand this fact.
If B and C are both positive, the only solution of 20.6 is M = 0. However, if C > 0 but
B is negative below some temperature TC , we have a non-trivial solution for T < TC , as
shown in figure 11. More concretely, approximate for T ≈ TC
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G (M )

Figure 8.3. Behavior of the Gibbs free energy G(M) in Landau theory, at 
temperatures above and below the critical temperature.

To study correlations in the vicinity of the phase transition, Landau gen-

Then the Gibbs free energy (8.6) becomes the integral of a local function of

which must be minimized with respect to the field configuration s(x). The 
first term is the simplest possible way to introduce the tendency of nearby 
spins to align with one another. We have rescaled s(x )  so that the coefficient 
of this term is set to 1/2. In writing this free energy integral, we could even 
consider H  to vary as a function of position. In fact, it is useful to do that; we 
can turn on H {x)  near x =  0 and see what response we find at another point.

The minimum of the free energy expression (8.8) with respect to s(x) is 
given by the solution to the variational equation

For T  > T c ,  where the macroscopic magnetization vanishes and so s(x) should 
be small, we can find the qualitative behavior by ignoring the s3 term. Then 
s(x) obeys a linear equation,

eralized this description further by considering the magnetization M  to be the 
integral of a local spin density:

(8.7)

s(x ),

G = d3x  i ( V s )2 +  b(T -  Tc )s2 +  cs4 -  H s  , (8.8)

0 =  <5G[s(x)] =  - V 2s +  2b(T -  T c )s +  4cs3 -  H (x ) . (8.9)

( - V 2 +  2b(T -  T c ))s{x)  = H (x ) . (8.10)

To study correlations of spins, we will set

t f ( x )  =  f f 06 (3)(x). (8.11)

Figure 11. Behaviour of the
potential energy at temperatures
above and belowthe critical tem-
perature.

B(T ) = b(T − TC) C(T ) = c > 0 (20.7)

Then the solution to 20.6 is

M =
{

0 for T > TC

±
[

b
2c (T − TC)

]1/2 for T > TC

(20.8)

This is the qualitative behaviour that we expect at a critical point: a sharp, non continuous,
transition between two states.

20.2 The choice of the vacuum

What we have found is that below critical temperature, there are two possible minima if
the system is one dimensional, and an infinite quantity of minima lying on a circle if the
system is three dimensional.
This same result could have been found starting from 20.5 by a suitable name of the
constants

H = 1
2(∇M)2 + m2(T )

2 M2 + λ

4M
4 (20.9)

together with the following step when the temperature is below TC

m2(T )→ −µ2 When T < TC (20.10)

so that the new energy acquires more minima

H = 1
2(∇M)2 − µ2

2 M2 + λ

4M
4 (20.11)

The spontaneous breaking of symmetry comes whenever we apply an external magnetic
field so that we put the system in one of all the possible minima. A ferromagnet below
critical temperature immersed in an external magnetic field has energy

H = 1
2(∇M)2 − µ2

2 M2 + λ

4M
4 −B ·M (20.12)
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This additional term lowers one of the possible minima making it the only absolute minima.
The system will now be permanently magnetized sine the transition probability between
the absolute minima and the relative ones is very small.

Remark. Below critical temperature it becomes thermodynamically favorable to de-
velop a non-zero magnetization, and in this new vacuum M 6= 0 and the full SO(3)
symmetry is broken to the subgroup SO(2) of rotations around the magnetization
axis.

The original invariance of the system is now reflected in the fact that, instead of a single
vacuum state, there is a whole family of vacua related to each other by rotations, since
the magnetization can in principle be developed in any direction. However, the system
will choose one of this states as it’s vacuum state, which is exactly what we have done
by putting in an external magnetic field. The symmetry is then said to be spontaneously
broken by the choice of the vacuum.

21 The mass term

N.B. This part wasn’t in Mar-
tinelli’s lectures but I think that
it’s instructive to take a look at
it nonetheless.

Suppose for now the have a theory described by the following lagrangian

L = 1
2∂µφ∂

µφ+ e−(αφ)2
(21.1)

where α is some real constant. Where is the mass term in this lagrangian? At first glance
it is not clear if there is one. Of course the field φ could be massless without any problem,
but this is not the case. In fact, if we expand in series the exponential

L = 1
2∂µφ∂

µφ+ 1− α2φ2 + 1
2α

4φ4 − 1
6α

6φ6 + · · · (21.2)

the quadratic term looks just like a mass term. Evidently the lagrangian 21.1 describes a
partile of mass

m =
√

2α (21.3)

and the higher order terms represent various couplings. This is only one example in which
the mass term in a lagrangian can be disguised.
One other very subtle example which we’ve used before is given by the following lagrangian

L = 1
2∂µφ∂

µφ+ µ2

2 φ2 − λ

4φ
4 (21.4)

Here µ and λ are real constants. The second term looks like a mass term but with the
wrong sign! This lagrangian is exactly the same as the one we used before in 20.11. If that’s
a mass term, then m should be imaginary, which is nonsense. But let us stick with this
for a moment and try to reason on how we could interpret this lagrangian. To answer that
question we must understand that Feynman calculus is really a perturbation procedure, in
which we start from the ground state, the vacuum, and treat fields as flactuations about
that state. For most of the lagrangian seen up until now, the ground state was always the
trivial one φ = 0. For this lagrangian we find it by minimizing the potential term

U(φ) = −µ
2

2 φ2 + λ

4φ
4 (21.5)

which has two minima
φ = ± µ√

λ
(21.6)
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The Feynman calculus must be formulated in terms of deviation from one or the other
ground state. We therefore have to choose one and for that we introduce a new field
variable

η = φ− µ√
λ

(21.7)

In terms of the new field η the lagrangian 21.4 becomes

L = 1
2∂µη∂

µη + µ2

2

(
η + µ√

λ

)2
− λ

4

(
η + µ√

λ

)4

= 1
2∂µη∂

µη − µ2η2 − µ
√
λη3 − λ

4 η
4 (21.8)

leaving out the constant term which does not change anything. We see now a remarkable
thing: the second term now is a mass term with the right sign. So this lagrangian describes
a particle of mass

m =
√

2µ (21.9)

and the other terms describe various interactions. I emphasize that these lagrangians
describe exactly the same physica system, all we have done is to change the notation
for the field.

Remark. The example we have just considered illustrates the phenomena of sponta-
neous symmetry breaking. The original lagrangian was even in φ: it was invariant
under the transformation φ→ −φ. But the reformulated lagrangian is not even in η;
the symmetry has been broken. It happened because the vacuum, whichever of the
two one, does not share the symmetry of the lagrangian.

The symmetry broken here is just a discrete symmetry. More interesting things happen
when a continuous symmetry is broken, which we’ll see later on.

22 SSB In the linear sigma model

22.1 Symmetry breaking in the bosonic sector

As discussed before we can apply the same ideas to the sigma model where the three
pseudoscalar mesons and the sigma meson are described by the lagrangian

L = 1
2∂µσ∂

µσ + 1
2∂µ~π · ∂µ~π − m2

2 (σ2 + ~π · ~π)− λ

4 (σ2 + ~π · ~π)2 (22.1)

This lagrangian is invariant under the continuous symmetry group SU(2)V × SU(2)A. In
this theory, all the bosons have the exact same mass m. This theory has only one vacuum
which is in σ = 0 and π = 0. If now the mass term goes negative m2 → −µ2 we’re dealing
with a set of vacua, connected to one another by some symmetry. To break this symmetry
we put an additional term −hσ and study what happens.1 The lagrangian is now

Figure 12. Symmetric potential
V (σ2 + π2).

L = 1
2∂µσ∂

µσ + 1
2∂µ~π · ∂µ~π + µ2

2 (σ2 + π2)− λ

4 (σ2 + π2)2 + hσ (22.2)

1This is like adding the external magnetic field term in the ferromagnet to put it in one specific mag-
netization state, i.e. by fixing a real vacuum.
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We need to find the new vacuum of the theory which is easily done by minimizing the
potential

∂U

∂σ
= −µ2σ + λσ(σ2 + π2)− h = 0

∂U

∂πi
= −µ2πi + λπi(σ2 + π2) = 0 =⇒ ~π = 0 (22.3)

call the solution to the first equation v

~π = 0 =⇒ −µ2v + λv3 − h = 0 (22.4)

To find the condition of minimization we study the second derivatives

∂2U

∂σ2

∣∣∣∣
π=0,σ=v

= −µ2 + 3λv2 = m2
σ

∂2U

∂πi∂πj

∣∣∣∣
π=0,σ=v

= −µ2δij + 2λv2δij = m2
π

∂2U

∂σ∂πi

∣∣∣∣
π=0,σ=v

= 0 (22.5)

From the equation defining v we find the following relation

−µ2v + λv3 − h = 0 =⇒ λv2 = h

v
+ µ2 (22.6)

that, together with the equations 22.5, defines the mass matrix

∂2U

∂Φi∂Φj
=


2λv + h

v
h
v

h
v

h
v

 (22.7)

The minima is where all the eigenvalues of this matrix are positive, which will give us four
positive mass terms. The only way to be positive is when h and v have the same sign.
Let’s now redefine the fields in the stable vacuum σ → σ+ v and π → π+ 0. Putting it all
back in the lagrangian, the kinetic term remains the same, while the potential part will be
given by

µ2

2
[
(σ + v)2 + π2]− λ

4
[
(σ + v)2 + π2]2 + h(σ + v)

= µ2

2 σ2 + µ2

2 v2 + µ2

2 π2 + µ2vσ − λ

4σ
4 − λ

4 v
4 − λ

4π
4

− λv2σ2 − λ

2σ
2π2 − λ

2σ
2v2 − λvσ3 − λv3σ − λ

2 v
2π2 − λσvπ2 + hσ + hv (22.8)
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Let’s check term by term for the σ field

σ4 term − λ

4σ
4

σ3 term − λvσ3

σ2 term µ2

2 σ2 − λv2σ2 − λ

2 v
2σ2

= −µ
2

2 σ2 + h

v
σ2 − µ2σ2 − h

2vσ
2

= −1
2

(
2µ2 + 2h

v
+ h

v

)
σ2

= −1
2

(
2λv + h

v

)
σ2 = −m

2
σ

2 σ2

σ term µ2vσ + hσ − λv3σ

= (µ2v + h− λv3)σ
= (λv3 − h+ h− λv3)σ = 0 (22.9)

and same for the π field

π4 term − λ

4π
4

π2 term µ2

2 π2 − λ

2 v
2π2

= 1
2(µ2 − λv2)π2

= − h

2vπ
2 = −m

2
π

2 π2 (22.10)

there only remains mixed interaction terms and the vacuum terms. All the calculations
where based on the equivalence

λv2 = h

v
+ µ2 (22.11)

It’s clear now that we got two mass terms with the right sign and the two fields have
different masses.
The full lagrangian is now given by the this factors

Lfree = 1
2∂µσ∂

µσ − m2
σ

2 σ2 + 1
2∂µπ∂

µπ − m2
π

2 π2

Lint = −λ4σ
4 − λ

4π
4 − λ

2σ
2π2 − λv(σπ2 + σ3)

Lvac = µ2

2 v2 − λ

4 v
4 + hv (22.12)

By comparing this new lagrangian 22.12 with the initial one 22.1 we see some striking
differences: firstly the two fields have different real masses with ∆m = m2

σ −m2
π = 2λv.

Secondly we have new interaction terms given by λv(σπ2 + σ3) which are found by the
initial interaction terms by exchanging one σ term with v, so to give rise to the following
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vertices

σ

π

π

σ

σ

σ (22.13)

Now we have to take the symmetry breaking parameter h to zero. In this limit we see that

lim
h→0

m2
π = 0 (22.14)

Remark. The pion becomes massless! This is not a coincidence, it’s a result of a
general theorem known as Goldstone theorem, which we’ll prove afterwards. The
pion is now a Nambu-Goldstone (or Goldstone) boson.

In the same manner we can find the mass of the σ meson from the first equation of
22.3

−µ2v + λv3 = 0 =⇒ v = +
√
µ

λ
(22.15)

so that, from the first of 22.5 we find

m2
σ = 2λµ

λ
=⇒ mσ =

√
2µ (22.16)

What we got at the end is a theory in which there is a massive boson and three massless
Goldstone bosons going from an SU(2)A × SU(2)V invariant theory to a SU(2)V theory.
The first had 6 generators while the latter has only 3. It’s not a case that there are exactly
as much Goldstone bosons as the number of broken symmetry generators.

What is the physical meaning of the field ~h which breaks explicitly the symmetry of our
system? in the magnetic case was just the real external magnetic field, that we send to zero
in order to study a spontaneously magnetized system in the absence of any external force.
We have however many other physical examples where the symmetry is almost realised,
although it is explicitly broken by a soft term. This is the case of hadronic physics. If
all the light quarks, namely u, d and s, where to be degenerate in mass, the full SU(3)
symmetry would be exact and the lagrangian would be invariant under this symmetry.
Under this hypothesis the masses of the full baryon octet would be degenerate with the
proton mass. This situation corresponds to the cas in which ~h = 0. Since the mass of the
quarks are note equal, however, the mass differences manifests as magnetic fields pointing
in a given direction fixed by the strange to up-down mass difference

Lh=∆msud = ∆msudq̄λ8q = 2ms −mu −md

3 (2s̄s− ūu− d̄d) (22.17)

and by the mass isospin explicit symmetry breaking

Lh=∆mud
= ∆mudq̄τ3q = md −mu

2 (d̄d− ūu) (22.18)

We note that the masses of the quarks cannot be derived within the theory of strong nor
electroweak interactions. The origin of the masses of the quarks comes from very high
scales, so that the. physical origin is beyond the Standard Model.
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22.2 Yukawa interactions in the broken phase

Now we study the consequences of symmetry breaking in the fermion-boson interaction
part of the sigma model

L = −Y
[
σψ̄ψ + 2iπaψ̄γ5τaψ

]
(22.19)

What we found in the section on the interaction of the sigma model was that the fermions
had to be massles to have a lagrangian with the same symmetry of the boson one, which
clearly is not physically acceptable. Let’s see now if symmetry breaking solves the problem.
Using the shift σ → σ + v we get a mass term for the fermions

L = −Y
[
σψ̄ψ + vψ̄ψ + 2iπaψ̄γ5τaψ

]
(22.20)

with mf = Y v. Under symmetry breaking, fermions become massive with a mass mf .
This means that the field σ couples more to massive fermions. We’ll see later that the σ
particle is actually the Higgs boson.
Since the decay width is proportional to the square of the mass, we expect the Higgs, if
mH > 2mf , to decay most of the times in heavy fermions. In fact this is exactily what
we see experimentally. The most probable fermionic decay of the Higgs is into a bottom-
antibottom pair. The decay into top fermions is not possible since mt > mH . Furthermore,
the decays into e+, e− or µ+, µ− are practically negligible.

The symmetry breaking SU(2)A × SU(2)V → SU(2)V clearly influences also the con-
served currents we found before. Since the only surviving symmetry is SU(2)V we would
expect that current to remain unchanged, and in fact

jµ,a
V = ψ̄γµτaψ + (π × ∂µπ)a (22.21)

remains unchanged. This is also clear by looking at the symmetry broken lagrangian.
Meanwhile, the axial part of the current won’t remain conserved since under symmetry
breaking σ → σ + v

jµ,a
A = ψ̄γµγ5τ

aψ + (∂µπa)(σ + v)− πa(∂µσ) (22.22)

we see that a new term appears in the current found before. By direct computation of the
divergence of the current, in fact, one founds that

∂µj
µ,a
A = − δL

δαa
= − δ

δαa

(
−1

2m
2
σσ

2 − λvσ(π2 + σ2)−mf ψ̄ψ

)
= m2

σσ
δσ

δαa
+ λv

δσ

δαa
+ λvσ

δ

δαa
+mf

δ

δαa
ψ̄ψ

= m2
σσπ

a + λvπa(σ2 + π2) + 2λσv(πaσ − πaσ) + 2imf ψ̄τ
aγ5ψ

= 2imf ψ̄τ
aγ5ψ +m2

σσπ
a + λvπa(σ2 + π2) 6= 0 (22.23)

clearly, this is not a conserved quantity.
Let us now make a calculation that might seem nonsensical but it will prove useful

in the calculation of the pion decay width. We calculate the matrix element of the axial
current between a pion and the vacuum in first order in perturbation theory

〈0| jµ,a
A

∣∣πb
〉

(22.24)

Firstly we note that the only term in the current 22.22 that gives a non-zero value between
the vacuum and a pion is the term v∂µπa since the term with the fermion fields contains
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only creation and annihilation operators for fermions and therefore cannot annihilate the
pion. in higher order this term can contribute to loop corrections like

N

N̄
ππ

(22.25)

The terms with pions and the σ boson contain some combination of creation and
annihilation operators for the two fields and, even if the pion is annihilated, a sigma is
created and viceversa. So the only possible useful term is the one which depends only on
the pion field.
With this in mind let us evaluate the matrix element

〈0| Jµ,a
A

∣∣πb
〉

= v 〈a| ∂µπa(x)
∣∣πb
〉

= v∂µ 〈0|πa(x)
∣∣πb
〉

= v∂µ 〈0| eipxπa(0)e−ipx
∣∣πb
〉

= v∂µe−ipπx 〈0|πa(0)
∣∣πb
〉

= −ivpµ
πe

−ipπx 〈0|πa(0)
∣∣πb
〉

= −ivpµ
π 〈0|πa(x)

∣∣πb
〉

= −ivpµ
πδ

ab ≡ −ipµ
πfπδ

ab (22.26)

With this we find that the matrix element is non zero and is given by

〈0| jµ,a
A

∣∣πb
〉

= −ipµ
πfπδ

ab (22.27)

where fπ is the pion decay constant and is experimentally found to be around 132 MeV.
With the normalization of the states a la Feynman we have

〈p|p′〉 = (2π)32Epδ(p− p′)
[j] = 3 [|p〉] = −1
[〈0| j |π〉] = 3− 1 = 2 ∝ [m] (22.28)

The result we found 22.27 is generally valid outside perturbation theory. This is so since the
result is a direct consequence of the Wigner-Eckart theorem. Since

∣∣πb
〉

is a pseudoscalar
and ∂µπa is a pseudovector, their product has to transform like a vector and since the only
vector at our disposal is pµ that matrix element has to depend on pµ, which in fact does.
Moreover the proportionality constant has to be a Lorentz invariant quantity and the only
possible one here is p2 = m2

π.

23 Back to the Fermi theory

We’re now able to justify the presence of the two different factors gA and gV in the Fermi
Hamiltonian for the decay of the neutron

H = −GF√
2
gV p̄γ

µ

(
1− gA

gV
γ5

)
nēγµ(1− γ5)νe (23.1)

We see that the Fermi Hamiltonian we find again the axial and vector currents, like in the
Gell-Mann Levy model. In the lepton current we simply find jV − jA, but in the hadronic
part there are two more factors so that we have gV jV − gA/gV jA.
We said in the chapter on Fermi interaction that the factor gV ≈ 1 while the factor gA was
big. Let’s justify this statement using spontaneous symmetry breaking.
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In general we know that in the presence of massive fermions

∂µj
µ
a,V = 0 ∂µj

µ
a,A = 2imf ψ̄γ5τaψ (23.2)

Let’s calculate the following matrix element〈
π+(p′)

∣∣ Jµ
em

∣∣π+(p)
〉

(23.3)

Thanks to Wigner-Eckart theorem we know that this quantity, beign a product of two
pseudoscalars and a vector, has to be a vector quantity. The only vector quantities at our
disposal are pµ and p′µ, the two four-momenta of the particles. Therefore the only form
that the matrix element can have is, given q = p− p′

〈
π+(p′)

∣∣ Jµ
em

∣∣π+(p)
〉

= A(q2)pµ +B(q2)p′µ = f+(q2)(p+ p′)µ + f−(q2)(p− p′)µ (23.4)

where we used a more convenient form using two functions f+ and f− called form factors.
If we suppose that Jµ

em is a conserved current〈
π+(p′)

∣∣ ∂µJ
µ
em(x)

∣∣π+(p)
〉

= ∂µ

〈
π+(p′)

∣∣ Jµ
em(x)

∣∣π+(p)
〉

= ∂µ

〈
π+(p′)

∣∣ eipxJµ
em(0)e−ipx

∣∣π+(p)
〉

= ∂µe
−i(p−p′)x

〈
π+(p′)

∣∣ Jµ
em(0)

∣∣π+(p)
〉

= −iqµe
−iqx

〈
π+(p′)

∣∣ Jµ
em(0)

∣∣π+(p)
〉

= −iqµ

〈
π+(p′)

∣∣ Jµ
em(x)

∣∣π+(p)
〉

= −iqµ

[
f+(q2)(p+ p′)µ + f−(q2)(p− p′)µ

]
= −if+(q2)qµ(p+ p′)µ + f−(q2)q2 = 0 (23.5)

Since q2 6= 0 the only possible solution is that f−(q2) = 0 if the current is conserved.
Moreover, a conserved current gives us a conserved charge

Qem =
∫

d3xJ0
em (23.6)

Being conserved implies [Qem,H] = 0 and so that we con construct a simultaneous eigen-
basis of both operators. What we get is

Qem

∣∣π+(p)
〉

= qem

∣∣π+(p)
〉

(23.7)

Using this conditions we can proceed to calculate the following〈
π+(p′)

∣∣Qem

∣∣π+(p)
〉

= qem

〈
π+(p′)

∣∣π+(p)
〉

= qem2Ep(2π)3δ3(p− p′) (23.8)

Furthermore, by using the definition of the charge

〈
π+(p′)

∣∣ ∫ d3xJ0
em(x)

∣∣π+(p)
〉

=
∫

d3x
〈
π+(p′)

∣∣ J0
em(x)

∣∣π+(p)
〉

=
∫

d3x e−i(E−E′)tei(p−p′)·x 〈π+(p′)
∣∣ J0

em(0)
∣∣π+(p)

〉
= (2π)3δ3(p− p′)

〈
π+(p′)

∣∣ J0
em(x)

∣∣π+(p)
〉

(23.9)

By comparing results 23.8 and 23.9 what we get is that

f+(q2 = 0) = qem (23.10)
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This still holds in general for the SU(3) currents. We conclude what follows

Remark. If the SU(3) vector symmetry were to be exact, the factor gV should be
equal to 1. But symmetry is slightly broken. A theorem by Gatto gives us the second
order expansion to gV

gV = 1 +
(
md −mu

ΛQCD

)2
(23.11)

The other factor gA clearly cannot be equal to 1 since the symmetry is explicitly
broken by the mass of the fermions.

More complex form factors arises whenever we search for complex matrix elements.
For example, if we want to evaluate the matrix element of the EM-current between two
protons, from the Wigner-Eckart theorem one finds that

〈p(p′)| Jµ
em(x) |p(p)〉 = ū(p′)

[
F1(q2)γµ + F2(q2) iσ

µν

2m qν + F3(q2)qµ

]
u(p) (23.12)

Whenever the current is conserved one easily finds that

iqµ 〈p(p′)| Jµ
em(x) |p(p)〉 = ū(p′)

[
F1(q2)/q + F2(q2) iσ

µν

2m qµqν + F3(q2)q2
]
u(p)

= ū(p′)
[
F1(q2)/q + F3(q2)q2]u(p) = 0 (23.13)

where the σµν factor disappeared since it’s antisymmetric and is contracted with a sym-
metric tensor. Again from this we find F3(q2) = 0 if the current is conserved. Moreover,
the last term is identically zero since the two protons have the same mass

ū(p′)(/p− /p′)u(p) = (−mp +mp)ū(p′)u(p) = 0 (23.14)

If the current is conserved we find again the same result as before, albeit in a more convo-
luted way

〈p(p′)|Qem |p(p)〉 = qem2Ep(2π)3δ3(p− p′)
= 〈p(p′)| J0

em(0) |p(p)〉 (2π)3δ3(p− p′)

= ū(p′)
[
γ0F1(q2 = 0) + i

σ0ν

2mq0F2(q2 = 0)
]
u(p)(2π)3δ3(p− p′)

= u†(p)u(p)F1(q2 = 0) + ū(p)
2m

(
γ0γνqν − γνγ0qν

)
u(p)F2(q2 = 0)

(23.15)

Using the completeness relation

ur†(p)us(p) = 2Epδ
rs (23.16)

and the algebra of the gamma matrices, we find

qem = F1(q2 = 0) (23.17)

which is exactly what we expect. The two form factors which remains are called electric
form factor F1 and magnetic form factor F2.
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24 SSB in a complex scalar theory

Just as a last example of spontaneous symmetry breaking, we consider the charged Klein-
Gordon field

L = (∂µφ
†)(∂µφ)− V (φ†φ) (24.1)

This theory has a global U(1) symmetry.
In the broken phase we take the mass term to be imaginary

L = (∂µφ
†)(∂µφ) + µ2φ†φ− λ(φ†φ)2 (24.2)

Notice that we can always write a complex scalar field as a complex combination of two
real fields

φ = σ + iπ√
2

φ† = σ − iπ√
2

(24.3)

In this representation, the complex lagarangian becomes exactily the Gell-Mann Levy la-
grangian but with only two scalar fields instead of four. The real lagrangian is O(2)
invariant.

To spontaneously broke the symmetry we again add a term which chooses a vacuum

L = (∂µφ
†)(∂µφ) + µ2φ†φ− λ(φ†φ)2 − hRe{φ} (24.4)

As for the Gell-Mann Levy model, we shift the field σ → σ + v so that the complex field
shifts as

φ→ v + σ + iπ√
2

(24.5)

and by exactily the same computations as before, in the limit of no external field h → 0
one finds the lagrangian

L = 1
2∂µσ∂

µσ − 1
2m

2
σσ

2 + 1
2∂µπ∂

µπ − λv(π2σ + σ3)− λ

4 (σ2 + π2) (24.6)

This models describes the dynamics of a massive scalar field σ and a single massless scalar
field π. This is to be compared with the Gell-Mann Levy model, where the massless modes
where three.
Note that we could discuss the spontaneous symmetry breaking by only writing down the
potential, since it is enough that the symmetry is broken. Indeed the Goldstone theory is
so general that we can derive it even without writing down the Lagrangian. The present
discussion, based on the potential that we write in the Lagrangian, is valid within the
framework of lowest order perturbation theory and can be easily extended to higher orders.

25 Digression: the Pion decay

Let’s come back to the Fermi theory and evaluate the decay of a charged pion in a lepton
couple. This decay14 is represented by the following Feynman diagram 14 This is true for the Fermi the-

ory which, as we’ll see, it’s just
a low energy limit of the SM.
Actually the diagram is more
complicated and contains the
interaction between the quarks
that make up the pion, medi-
ated by the vector boson W+.

π+

µ+

νµ
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while the Fermi Hamiltonian is

HF = −GF√
2
〈
νµ µ

+∣∣ ūνγ
µ(1− γ5)vµ |ifπ∂µπ

µ〉

= −GF√
2

(ifπ∂µπ
µ)(ūνγ

µ(1− γ5)vµ)

= GF√
2
fπp

µ
πe

−ipµx(ūνγ
µ(1− γ5)vµ) (25.1)

25.1 Decay width
As we have done for the muon, let’s evaluate the decay width for the charged pion exploiting
the equation 15.10.
The modulus square of the transition matrix will be

G2
F

2 f2
π p

ρ
π p

σ
π

[
ū(pνµ

)γρ(1− γ5)v(pµ)v̄(pµ)γσ(1− γ5)u(pνµ
)
]

(25.2)

Summing over all polarizations, we use once again Casimir’s trick with the completeness
relations and get

|A|2 = G2
F

2 f2
π p

ρ
π p

σ
π Tr

[
γρ(1− γ5)(/pµ

−mµ)γσ(1− γ5)(/pνν
+mνµ)

]
(25.3)

Now let’s calculate the trace, neglecting the mass of the neutrino

Tr
[
γρ(1− γ5)(/pµ

−mµ)γσ(1− γ5)/pνµ

]
= Tr

[
γρ(1− γ5)/pµ

γσ(1− γ5)/pνµ

]
+ Tr

[
γρ(1− γ5)mµγ

σ(1− γ5)/pνµ

]
= Tr

[
γρ(1− γ5)/pµ

γσ(1− γ5)/pνµ

]
+
(((((((((((((((

Tr
[
γρ(1− γ5)(1 + γ5)mµγ

σ
/pνµ

]
= 2 Tr

[
γρ(1− γ5)/pµ

γσ
/pνµ

]
= 2 pµ

αp
νµ

β

{
Tr
[
γργαγσγβ

]
− Tr

[
γργ5γ

αγσγβ
]}

= 2 pµ
αp

νµ

β

{
4(gραgσβ − gρσgαβ + gρβgασ) + 4iερασβ

}
= 8
(
pρ

µp
σ
νµ

+ pσ
µp

ρ
νµ
− pµ · pνµ g

ρσ + ipµ
αp

νµ

β ερασβ
)

(25.4)

At the end what we get is

|A|2 = G2
F

2 f2
π p

ρ
π p

σ
π 8
(
pρ

µp
σ
νµ

+ pσ
µp

ρ
νµ
− pµ · pνµ g

ρσ + ipµ
αp

νµ

β ερασβ
)

= 4G2
F f

2
π

(
2(pπ · pνµ)(pπ · pµ)−m2

π(pνµ · pµ)
)

(25.5)

where the term containing the antisymmetric Levi-Civita tensor disappears because it
contracts with the symmetric tensor.
Let’s see how we can write all the momenta, exploiting the conservation pπ = pµ + pνµ and
neglecting the mass of the neutrino

pπ · pνµ
= pµpνµ

pπ · pµ = m2
µ + pµpνµ

p2
π = m2

π = m2
µ + 2 pµpνµ

(25.6)
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If we substitute into the formula of the transition amplitude, we get

|A|2 = 4G2
F f

2
π

(
2
(
m2

π −m2
µ

2

)(
m2

π +m2
µ

2

)
−m2

π

(
m2

π −m2
µ

2

))

= 4G2
F f

2
π

(
m2

π −m2
µ

2

)(
m2

π +m2
µ −m2

π

)

= 2G2
F f

2
πm

2
πm

2
µ

(
1−

m2
µ

m2
π

)
(25.7)

From the full differential decay rate

dΓ = 1
2

1
2mπ

2G2
F f

2
πm

2
πm

2
µ

(
1−

m2
µ

m2
π

)
(2π)4δ(4)(pπ−pµ−pνµ

) d3pµ

(2π)32Eµ

d3pνµ

(2π)32Eνµ

(25.8)

In this case it’s easier to find the solution for the decay width. Let’s solve the integrals of
the momenta

I =
∫
d3pνµ

2Eνµ

∫
d3pµ

2Eµ
δ(4)(pπ − pµ − pνµ

) (25.9)

Similarly to the muon decay, this integral is Lorentz covariant because the delta function
is Lorentz covariant as the integration factor, which is due to the equality specified in
equation 15.23. Now if we use directly that equation for the muon momentum, we get

I =
∫
d3pνµ

2Eνµ

∫
d4pµ δ

(4)(pπ − pµ − pνµ
) δ(p2

µ −m2
µ)Θ(p0

µ)

=
∫
d3pνµ

2Eνµ

δ((pπ − pνµ
)2 −m2

µ)Θ(p0
µ) (25.10)

In the reference frame of the pion, neglecting the mass of the neutrino

=
∫
d3pνµ

2Eνµ

δ(m2
π − 2Eνµ

mπ −m2
µ)Θ(p0

µ) (25.11)

Passing from the neutrino momentum to its energy15, as we have done for the muon decay, 15 From this moment, we as-
sume energy is always positivewe get

= 4π
∫
dEνµ

2Eνµ

Eνµ

pνµ

p2
νµ
δ(m2

π − 2Eνµ
mπ −m2

µ) (25.12)

Knowing the property for the delta composition with a function, at the end we get

I = 2π
∫
dEνµ

Eνµ

1
2mπ

δ

(
Eνµ
−
m2

π −m2
µ

2mπ

)

= π

(
m2

π −m2
µ

2m2
π

)
(25.13)
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The final formula of the decay width will be

Γ = 1
2

1
2mπ

2G2
F

(2π)2 f
2
πm

2
πm

2
µ

(
1−

m2
µ

m2
π

)
π

(
m2

π −m2
µ

2m2
π

)

= G2
F

16πf
2
π mπm

2
µ

(
1−

m2
µ

m2
π

)2

(25.14)

If now we analyze the decay, we can notice that the theory allows us to consider the
charged pion decaying into a positron-neutrino pair. If we compare the two decay widths
in a ratio, we get a known result

Γ(π+ → e+νe)
Γ(π+ → µ+νµ) = m2

e

m2
µ

(
1− m2

e

m2
π

)2

(
1−

m2
µ

m2
π

)2 ' 1, 275 · 10−4 (25.15)

The probability that the charged pion decays into an antimuon-neutrino pair rather than
a positron-neutrino pair is very high and, for this reason, the decay into an electronic pair
is strongly suppressed.

Actually we could analyze the same problem starting from considerations on helicity.
If we take the matrix element for this decay, after some semplification, we would get16 16 θC is the Cabibbo angle and

turns out form the mixing of
quarks. We’ll talk about this
in the chapter on the Standard
Model and the CKM matrix.

Afi = −GF fπ cos θC√
2

mlū(νl)(1 + γ5)v(l) (25.16)

where the subscript l stands for lepton, which in general can be one from e, µ. Observe the
strong dependence on the mass of the lepton and that it vanishes whenever ml = 0. This
can be understood by observing that charged weak currents depend only on left-handed
quantities. In the massless limit, a left-handed operator describes a particle with helicity
−1/2 and its antiparticle with helicity +1/2. So, if the neutrino is massless or its mass is
so low that we can consider it massless, it’s going to be left-handed. Since the pion has
spin zero, conservation of angular momenta requires that also the antilepton has negative
helicity. Remember that helicity is the component of the spin projected on the direction
of the momentum of the particle and that in a decay, in the rest frame of the decaying
particle, the two decay products are back-to-back. However, the antilepton created by a
massless left-handed Weyl field has elicity +1/2. Therefore in the massless limit the process
is forbidden because it would violate the conservation of angular momentum.

µ+ π+ νµ

This result extends to the branching ratio found before: the decay into more massive par-
ticles is favorable17 since it’s further from conservation angular momentum violation. 17 We cannot consider τ lepton

because it has a rest mass much
higher than the pion.It’s important to note that whenever we find such results as the one for the branching

ratio, we should always ask ourselves if that specific result comes from symmetry consid-
erations, since most of the times it does.



PART

IXGoldstone Theorem
We have seen that there are three massless bosons in the broken Gell-Mann Levy model,
where the initial symmetry is broken down as SU(2)A × SU(2)V → SU(2)V . However
there is only one massless boson in the broken down global U(1) complex lagrangian, in
which the real field symmetry breaks down as SO(2) → SO(1). Thus we may ask how
many Goldstone bosons are generated whenever a continuous symmetry group is broken
into a subgroup.
The result is what is known as Goldstone theorem. We’ll state the formal theorem in the
section of the non perturbative proof.

26 Perturbative analysis
In this first section we discuss this point in the framework of perturbation theory.
Consider a potential V (φi) depending on several fields with an internal index i which
rotates as

φi′ = φi + iαA(tA)i
jφ

j δφi = iαA(tA)i
jφ

j (26.1)

If the theory is invariant under this transformation

V (φi + iαA(tA)i
jφ

j)− V (φi) = 0 (26.2)

By expanding up to first order one finds

δV

δφi
δφi = iαA δV

δφi
(tA)i

jφ
j = 0 (26.3)

Since this equality has to be true for any α we have

δV

δφi
(tA)i

jφ
j = 0 ∀A = 1, · · · ,dimG (26.4)

where dimG is the dimension of the group of the underlying symmetry. If we take another
derivative in φk

δ

δφk

[
δV

δφi
(tA)i

jφ
j

]
= δ2V

δφkδφi
(tA)i

jφ
j + δV

δφi
(tA)i

k = 0 (26.5)

Suppose that now we fix the vacuum expectation value on the vector v ≡ (v1, · · · , vD)
where D is the dimension of the representation in which the field φi belongs. Since in the
vacuum we have

δV

δφi

∣∣∣∣
φi=vi

= 0 (26.6)

the equation 26.5 evaluated on the vacuum becomes

δ2V

δφkδφi

∣∣∣∣
φi=vi

(tA)i
jv

j = M2
ik(tA)i

jv
j = 0 (26.7)

since the second derivative evaluated on the vacuum is exactly the mass matrix. We
now introduce the vector wA ≡ (w1

A, · · · , wD
A ), one for each generator with components

67
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wi
A = (tA)i

jv
j . With this the final equation becomes

M2
ikw

i
A = 0 (26.8)

At this point there remains only two possibilities

~wA = 0 = (tA)i
jv

j =⇒ the generator does not transform the vacuum
~wA 6= 0 =⇒ the generator does transform the vacuum

in the latter (tA)i
jv

j is an eigenstate of the mass operator with eigenvalue zero. Therefore
we conclude that we have as many massless spinless18 particles, which we’ll call from now 18 The spinless condition will be

clarified in the non perturbative
proof.

on NG-bosons, as the number of generators which do not leave the vacuum invariant.

27 Non perturbative analysis
The proof that we’re going to give now, does not rely on perturbation theory. This proof was
given by Weinberg, Salam and Goldstone in their famous paper. This proof relies heavily
on what is known as Källen-Lehmann spectral representation which we’ll see in detail in
the following section. From that, it will be easy to construct a proof which does not
rely on perturbation theory since the Källen-Lehmann representation is a non-perturbative
formula.

27.1 Asymptotic Theory
Although this is beyond the scope of the electroweak course, we’ll highlight some concept
which will be useful later on, and that will be covered in much more details in following
courses.
Broadly speaking, quantum field theory can be thought of as based on the following ele-
ments: the possible states of a theory are generated from a unique vacuum state |0〉 by the
action of free fields φin(x), which generates the Fock space of states; physical observables,
such as the interacting field φ(x) can be expressed in terms of the free fields φin(x). The
basic idea behind this setting is that the interacting fields, as well as other observables,
can be found from the free field by switching adiabatically on and off the interaction as
x0 → ±∞. This construction is clearly relevant to scattering processes where the incoming
particles are to be thought as free particle, well separated in space, before interacting.
Starting from the interaction field φ(x0, ~x) one should recover the free one φin(x0, ~x) when
x0 → −∞, but this generally occurs up to a wave-function renormalization constant Z1/2

lim
x0→−∞

φ(x0, ~x) = Z1/2φin(x0, ~x) (27.1)

Analogously
lim

x0→∞
φ(x0, ~x) = Z1/2φout(x0, ~x) (27.2)

where φout(x) is a free field. The free fields satisfy the free KG-equation, in the case of
scalar fields, while the interacting one does not. The free fields can be therefore written
down as the usual expansion with creation and annihilation operators

φin/out(x) =
∫ d3p√

2Ep(2π)3

(
ain/out(p)e−ipx + a†

in/out(p)e
ipx
)

(27.3)

satisfying the usual commutation relations. The main important difference between free
fields and interacting fields is that φin/out(x) |0〉 creates one particle states whereas φ(x) |0〉
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creates multuparticle states due to the interaction.

27.2 Källen-Lehmann spectral representation

When we studied the λφ4 theory, we have seen how the propagator of an interacting theory
can be found through series expansion of the matrix elements of the interaction lagrangian
between non-interacting vacuum. The formula we found was based, as said before, on a
perturbative analysis method.
Now consider, for simplicity, the scalar field propagator 〈Ω|Tφ(x)φ(0) |Ω〉 and insert in it
a complete set of multiparticle states |n〉

〈Ω|Tφ(x)φ(0) |Ω〉 = 〈Ω|Θ(t)φ(x)φ(0) |Ω〉+ 〈Ω|Θ(−t)φ(0)φ(x) |Ω〉

=
∑

n

Θ(t) 〈Ω|φ(x) |n〉〈n|φ(0) |Ω〉+ Θ(−t) 〈Ω|φ(0) |n〉〈n|φ(x) |Ω〉

=
∑

n

e−ipnxΘ(t) 〈Ω|φ(0) |n〉〈n|φ(0) |Ω〉+ eipnxΘ(−t) 〈Ω|φ(0) |n〉〈n|φ(0) |Ω〉

=
∑

n

|〈Ω|φ(0) |n〉|2
(
Θ(t)e−ipnx + Θ(−t)eipnx

)
(27.4)

by inserting another identity in the mix, one gets

=
∫ d4q

(2π)2

(
Θ(t)e−ipnx + Θ(−t)eipnx

)
(2π)3

∑
n

|〈Ω|φ(0) |n〉|2δ4(q − pn) (27.5)

The quantity
Figure 13. Sketch of the spec-
tral density ρ(q2) as a function of
q2, which highlights the presence
of a δ corresponding to the physi-
cal mass associated to the one par-
ticle state, of possible additional
peaks do to bound states and of a
continuum associated to multipar-
ticle states.

ρ(q) ≡ (2π)2
∑

n

|〈Ω|φ(0) |n〉|2δ4(q − pn) (27.6)

is called spectral density. We can easily prove, in the case of a scalar field, that this
quantity is Lorentz invariant, in fact

ρ(q′) = (2π)2
∑
n′

|〈Ω′|φ(0) |n′〉|2δ4(q′ − p′
n)

= (2π)3
∑

n

∣∣〈Ω|Λ−1φ(0)Λ |n〉
∣∣2δ4(Λ(q − pn))

= (2π)3
∑

n

|〈Ω|φ(0) |n〉|2 1
det Λδ(q − pn) = ρ(q) ≡ ρ(q2) (27.7)

Moreover
pn =

n∑
i=1

pn,i (27.8)

where pn,i is the momentum of the i-th particle in the n particle state |n〉 and therefore
(pn,i)0 > 0 with p2

n,i > 0; this implies that p0
n > 0 and p2

n > 0 and, in turn, that ρ(q2)
vanishes in the backward light cone, so that ρ(q2)→ ρ(q2)Θ(q0).
We can now insert another identity

∫
dµ2 δ(q2 − µ2) = 1 to the propagator, getting∫

dµ2
∫ dq0 d3q

(2π)3

[
Θ(t)e−iq0t+iq·x + Θ(−t)eiq0t−iq·x

]
ρ(q2)Θ(q0)δ(q02 − q2 − µ2) (27.9)
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Since E2
q = q2 + µ2 the delta function just becomes δ((q0 −Eq)(q0 +Eq)) but, there being

a Θ(q0), the term q0 + Eq vanishes, leaving only what follows

=
∫

dµ2
∫ dq0 d3q

(2π)3

[
Θ(t)e−iq0t+iq·x + Θ(−t)eiq0t−iq·x

]
ρ(q2)Θ(q0)δ(q

0 − Eq)
2Eq

=
∫

dµ2
∫ d3q

2Eq(2π)3

[
Θ(t)e−iEqt+iq·x + Θ(−t)eiEqt−iq·x]ρ(q2)Θ(Eq)

=
∫

dµ2 ρ(µ2)
∫ d3q

2Eq(2π)2

[
Θ(t)e−iEqt+iq·x + Θ(−t)eiEqt−iq·x]Θ(Eq)

=
∫

dµ2 ρ(µ2)i∆0
F (x;µ2) (27.10)

where ∆0
F (x;µ2) is the Feynman propagator with mass µ2 if the same field. We can remove

from this integral the one particle states |1〉

∑
n=1
| 〈Ω|φ(0) |n〉 |2δ4(q−pn) =

∫
d3p| 〈Ω|φ(0) |p〉 |2δ4(q−p) = ZΘ(q0)δ(q

2 −m2)
(2π)3 (27.11)

which directly comes from the normalization condition of the interacting fields, what we
get is

ρ(µ2)Θ(q0) = Zδ(µ2 −m2)Θ(q0) + (2π)3
∑
n>1
| 〈Ω|φ(0) |n〉 |2δ4(q − pn) (27.12)

which inserted in 27.10 gives

〈Ω|Tφ(x)φ(0) |Ω〉 = Zi∆0
F (x;m2) +

∫ ∞

m2
th

dµ2 ρ(µ2)i∆0
F (x;µ) (27.13)

which provides the Källen-Lehemann spectral representation of the propagator for a scalar
theory with interactions. In Fourier space, this representation becomes Figure 14. Analytic structure of

the propagator G(2)(q) of a scalar
field, as a function of q2 ∈ C
which highlights the presence of an
isolated pole corresponding to the
physical mass, possible additional
poles due to bound states and a
branch cut related to multiparti-
cle states.

G(2)(p2) = iZ

p2 −m2 + iε
+
∫ ∞

m2
th

dµ2 iρ(µ2)
p2 − µ2 + iε

(27.14)

As a function of q2 ∈ C te propagator is characterized by an isolated pole for q2 = m2,
with residue i and by a branch cut on the positive real axis, starting from q2 = m2

th and
controlled by the spectral density, with possible additional poles due to bound states. Note
in particular that G(2)(z) is analytic in the complex plane away from the real axis. The
iε prescription tells us that the physical sheet lies above the branch-cut. Another relevant
relation can be found by taking into account that

1
x+ iε

= P
1
x
− iπδ(x) for ε→ 0+ (27.15)

in the sense of distributions, where P is the principal part, and therefore

Im iG(2)(q2) = πρ(q2) (27.16)

The mth factor in the lower bound of the integral depends upon the theory which we’re
studying. For example, for the λφ4-theory, we know that only particle states with 2k + 1
particles can be created. So right after the single particle state the only possible multipar-
ticle state that can be creates is |3〉, which implies that mth = 3m.
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27.3 Goldstone Theorem
We now state the so awaited Goldstone theorem

Theorem 27.1. Let G be a group of global continuous symmetry with generators tA,
A = 1, · · · , dimG, acting on some system. By Nöether’s theorem, we have dimG

conserved currents JA
µ (x) such that ∂µJA

µ (x) = 0 and the associated charges Qa =∫
d3xJA

0 (x). The group G is said to be spontaneously broken if, on the vacuum the
generators splits into two sets, labelled by A and B, such that

QA |0〉 6= 0 QB |0〉 = 0 (27.17)

with a non-empty set for A. The unbroken generators labelled by tB form a subgroup
of G, denoted H 6 G, so that we have dimG − dimH broken generators (A =
1, · · · ,dimG−dimH). Goldstone’s theorem states that, independently of the specific
pattern of symmetry breaking and physical system we are considering, in the spectrum
there will appear one massless and spinless particle for each broken generator. The
particle will be scalar or pseudoscalar, depending on the parity pf the associated
broken generator. These particles are called Goldstone or Nambu-Goldstonee (NG)
bosons.

The proof follows: let φb be the set of fields responsable for the spontaneous symmetry
breaking G → H. The field φb need not be "fundamental" here; all our remarks apply
equally well is φb is a synthetic object like ψ̄Γψ.
The non invariance implies that the infinitesimal action of the group doesn’t leave them
invariant on the vacuum

〈0|φb′(0) |0〉 6= 〈0|φb(0) |0〉 (27.18)

In other words one must have

〈0| δφb(0) |0〉 = 〈0|
[
QA, δφb(0)

]
|0〉 ≡ δφA,b 6= 0 (27.19)

for all broken symmetry generators, labelled by A = 1, · · · ,dimG− dimH. We shall show
that if the vacuum is not annihilated by QA, so that 27.19 holds, then the theory must
involve massless particles.
The place we’ll look for zero-mass singularities in the propagator of the conserved currents
JA

µ with the fields φb

〈0|TJa
µ(x)φb(0) |0〉 (27.20)

Since ∂µJA
µ (x) = 0

∂µ 〈0|TJA
µ (0)φb(0) |0〉 = ∂µ 〈0|

[
Θ(x0)JA

µ (x)φb(0) + Θ(−x0)φb(0)JA
µ (x)

]
|0〉

= δ(x0) 〈0| JA
µ (0)φb(0) |0〉 − δ(x0) 〈0|φb(0)JA

µ (x) |0〉
= δ(x0) 〈0| JA

0 (0)φb(0) |0〉 − δ(x0) 〈0|φb(0)JA
0 (x) |0〉

= δ(x0) 〈0|
[
JA

0 (x), φb(0)
]
|0〉 (27.21)

Let us denote GA,b
µ the Fourier transform of the 2-point function above

〈0|TJA
µ (x)φb(0) |0〉 =

∫ d4p

(2π)4G
A,b
µ (p)e−ipx (27.22)

By Lorentz invariance
GA,b

µ (p) = ipµH
A,b(p2) (27.23)
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Therefore, integrating over spacetime the quantity the 4-gradient of the 2-point function
one gets ∫

d4x∂µ 〈0|TJA
µ (0)φb(0) |0〉 =

∫
d4x∂µ

∫ d4p

(2π)4G
A,b
µ (p)e−ipx

= −i
∫

d4x

∫ d4p

(2π)4

µ

GA,b
µ (p)e−ipx

=
∫

d4x

∫ d4p

(2π)4 p
2HA,b(p2)e−ipx

=
∫

d4pδ(p)p2HA,b(p2) (27.24)

but this, from equation 27.21, is equal to∫
d3xδ(x0) 〈0|

[
JA

0 (x), φb(0)
]
|0〉 = 〈0|

[
QA, φb(x)

]
|0〉 6= 0 (27.25)

which means that ∫
d4p δ(p)p2HA,b(p2) = 〈0|

[
QA, φb(0)

]
|0〉 6= 0 (27.26)

Then, if condition 27.19 holds, the integral of the divergence does not vanish. More precisely
we must have

HA,b(p2) = δφA,b

p2 + · · · (27.27)

which is a pole in 0 of the 2-point function. From the Källen-Lehmann representation this
can only be done if there’s a massless particle, one for each broken generator A.
If we denote the one particle states |NGc〉

〈NGc|φb(0) |0〉 = δb
cZ

b
c 〈0| JA

µ (0) |NGc〉 = −ipµfA,c
p (27.28)

Using the Källen-Lehmann argument, taking into account the one particle states above,
one gets using the usual nor

〈0|TJA
µ (x)φb(0) |0〉 =

i(−i)pµfA,c
p δb

cZ
b
c

p2 −m2
c + iε

+ i

∞∫
M2

0

dµ2 (−ipµ)ρA,b(µ2)
p2 − µ2 + iε

=
pµfA,c

p Zb
cδ

b
c

p2 −m2
c + iε

+ pµ

∞∫
M2

0

dµ2 ρA,b(µ2)
p2 − µ2 + iε

(27.29)

where
ρA,b(µ2) = (2π)3

∑
n>1
〈0| JA

µ (0) |n〉〈n|φb(0) |0〉 δ(p− pn) (27.30)

It’s easily found now that

δφA,b = ifA,c
p Zb

cδ
b
c = ifA,b

p Zb (27.31)

The above proof of the Goldstones theorem does not rely on perturbation theory,
indicating that NG particles are expected to arise whenever a global symmetry group is
spontaneously broken, no matter whether the theory undergoing the symmetry breaking
is weakly or strongly coupled. The fields φb responsible for the symmetry breaking are
also not necessarily elementary fields appearing directly in the Lagrangian at some energy
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scale, but might be composite fields built with different fields. The most relevant example
of this kind is the spontaneous breaking of the SU(2) chiral symmetry in QCD, induced
by effective scalar fields φb constructed out of quark bilinears. In this case, the three
NG bosons are spin zero mesons that appear as bound states of the original quarks, the
pions π0, π±. We close this section by noticing that the Goldstones theorem applies for
internal symmetries only, namely for those symmetries whose generators commute with the
ones of the Poincarè group. Goldstones theorem does not apply for local (i.e. space-time
dependent) symmetries.



PART

XThe Photon Propagator
28 The massless photon
We know that we can find the propagator of a given field solving for the Green function
problem. In the massless photon case, we know directly from Maxwell’s equation, that the
free photon field solves

(−gµν∂µ∂
µ + ∂µ∂ν)Aµ = 0 (28.1)

What the Green function essentially does is to find the inverse of the differential operator.
If we search for it in Fourier space, the equation we have to solve is the following

(gµνq2 − qµqν)Dνρ = δµ
ρ (28.2)

The problem in inverting the operator gµνq2− qµqν is that this is a projection operator on
the transverse direction of the photon field, so it’s not invertible. In fact, if we split the
photon field into transverse and longitudinal components

Aµ(p) = Aµ(p)− pµ
Aµp

µ

p2 + pµ
Aµp

µ

p2 = AT
µ (p) +AL

µ(p) (28.3)

from this, we see that

(gµνp2 − pµpν)AL
µ(p) = +p2pν pµA

µ

p2 − p2pν pµA
µ

p2 = 0 (28.4)

To solve this problem, which is essentially a consequence of gauge invariance, we put a
gauge fixing term in the lagrangian

L = −1
4FµνF

µν − 1
2ξ (∂µA

µ)2 = −1
2AµO

µνAν (28.5)

where
Oµν = gµν∂σ∂

σ −
(

1− 1
ξ

)
∂µ∂ν (28.6)

From this lagrangian, which is not gauge invariant anymore, we find the new equation of
motion and therefore the new propagator(

gµνq2 −
(

1− 1
ξ

)
qµqν

)
Dνρ(q) = δµ

ρ (28.7)

If we choose Dνρ = Agνρ +Bqνqρ(
gµνq2 −

(
1− 1

ξ

)
qµqν

)
(Agνρ +Bqνqρ) = δµ

ρ

Aq2δµ
ρ +Bq2qµqρ −

(
1− 1

ξ

)(
Aqµqρ +Bq2qµqρ

)
= δν

ρ (28.8)

By inspection of both sides one finds

A = 1
q2 B = − 1

q2
1− ξ
q2 (28.9)
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Altogether the propagator becomes, by an arbitrary multiplication by i

Dµν(q) = i

q2 − iε

(
gµν + 1− ξ

q2 qµqν

)
(28.10)

Now we have the freedom to choose the value of the lagrange multiplier ξ. Some useful
gauges are the following

ξ = 1 Feynman gauge Dµν(q) = −igµν

q2 − iε

ξ = 0 Landau gauge Dµν(q) = i

q2 − iε

(
−gµν + qµqν

q2

)
(28.11)

Notice that the Landau gauge contains the projector on the transverse state of the photon
field.

29 The massive photon propagator

We see then that it’s not a simple task to define a massless propagator for the photon. The
problem does not arise if in the lagrangian there’s a mass term

L = −1
4FµνF

µν − 1
2m

2
AAµA

µ (29.1)

In this case, the Euler-Lagrange’s equation for the photon field become(
−gµν∂σ∂

σ + ∂µ∂ν −m2
A

)
Aµ = 0 (29.2)

From this we can find again the propagator in Fourier space(
gµνq2 − qµqν −m2

A

)
Dνρ = δµ

ρ (29.3)

Using again the form for the propagator given before, we find

Dµν(q) = i

q2 −m2
A + iε

(
−gµν + qµqν

m2
A

)
(29.4)

This was very much easier to find, no problems with the lagrange multiplier or anything.
But there’s a much subtle problem in this case concerning the term qµqν/m

2
A. This massive

photon theory is not renormalizable. We’ll see now an example of this.

29.1 The renormalizability problem

Consider the following process e−p→ e−p at first tree level

q

e−(k) e−(k′)

p(p) p(p′)

= ū(p′)(−ieγµ)u(p) i

q2 − iε

(
−gµν + (1− ξ)qµqν

q2

)
ū(k′)(−ieγν)u(k)

(29.5)



The massive photon propagator The renormalizability problem 76

We focus our attention only on the qµqν part and see what happens

ū(p′)γµu(p)qµqν

q2 (1− ξ)u(k′)γνu(k) = 1
q2 ū(p′)/qu(p)(1− ξ)u(k′)/qu(k) (29.6)

Using the fact that q = k − k′ = p− p′ and Dirac’s equation, we get, from both currents

ū(p′)(/p′ − /p)u(p) = (−mp +mp)ū(p′)u(p) = 0 (29.7)

And so this whole factor is zero. But what happens at the next order in perturbation
theory? Some of the diagrams that we have to take into account are∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

+ + + · · ·

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

2

(29.8)

But for our purposes let’s take into account only the vertex correction

p

q

k2

ρσ

k1

∫ d4p

(2π)4 (−ie)3ū(k2)γρ i

(/k2 − /p)−m2
e + iε

γµ×

× i

(/k1 − /p)−m2
e + iε

γσu(k1) i

p2 + iε

(
−gρσ + 1− ξ

p2 pρpσ

)

In the limit of big momentum transfer between the electrons p→∞, the intergal goes as

∼
∫ Λ d4p

p4 ∝ log Λ (29.9)

The integral diverges, but slowly. This divergences can be easily renormalized using mea-
surable quantities like the electric charge.
But if the photon is massive, the integral would go as

∼
∫ Λ d4p

p2m2 ∝
Λ2

m2 (29.10)

This divergence explodes much more rapidly than the first one. A theory with such diver-
gences is much more difficult to renormalize. This consideration creates a big problem in
the construction of a theory of weak interactions since we want it to be a gauge theory
but at the same time it needs to be small ranged, since experimental evidence gives us the
range of weak interaction of the order of 10−16 m. This requires a massive gauge boson
mediator.
The problem to this was solved by Higgs, Englert and Brout with the know known Higgs
mechanism.



PART

XIThe Higgs Mechanism
The Higgs mechanism is the happy marriage between gauge invariance and spontaneous
symmetry breaking and helps us give a mass to the photon field without putting explicitly
the mass term, which we have seen to be quite problematic.
It might seem strange that we would like to give mass to the photon, but the same mech-
anism which we’ll see to give mass to gauge bosons was before known in statistical physics
in a process studied in detail by Anderson. Superconductors are materials that at very
low temperature repel magnetic field lines and have zero electrical resistance. This phe-
nomenon is dominated by the interaction between conduction electrons and phonons that
gives rise to the possibility of creating electron-electron bound state since the phonon at-
traction exceeds Coulomb repulsion. This bound state behaves like a boson. Then we can
imagine to send some light on the system and see how it behaves. What we observe is that
light will penetrate the material but up to a characteristic distance λ, which means that
the field decays as e−z/λ. What this means is that the photon acquires a mass from its
interaction with the electron-electron pairs. Its Compton wavelength is in fact λ = 1/M .

30 How to give a mass to the photon

30.1 The miracle of the Higgs mechanism
Let us consider a general global U(1) lagrangian

L = |∂µφ|2 − V (|φ|2) (30.1)

We know that to make this theory a local one, we need to introduce the gauge covariant
derivative, where the connection is given by the photon field Aµ

Dµ = ∂µ − ieAµ (30.2)

where the −i is there since the derivative needs to be antihermitian. From requirement of
local invariance, there also appears the kinetic term of the photon field, such that the final
local U(1) lagrangian becomes

L = |Dµφ|2 −
1
4FµνF

µν − V (|φ|2) (30.3)

Expanding the potential and the gauge covariant derivative, we’ll get the full lagrangian
comprised of the kinetic terms of both scalar boson and vector boson fields, plus the
interactions between them

L = |∂µφ|2 −m2|φ|2 − λ(|φ|2)2 − 1
4FµνF

µν − ieAµφ†
↔
∂µφ+ e2AµA

µ|φ|2 (30.4)

In this theory we have therefore four degrees of freedom: two massive scalar bosons with
opposite charge and 2 polarization of a massless photon. We could easily use two real fields,
in the same way as we’ve done for the Gell-Mann Levy model

φ = σ + iπ√
2

φ† = σ − iπ√
2

(30.5)
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Again, as done before, we flip the sign of the mass term m2 → −µ2 and break the symmetry
in a nonlinear way

φ(x) = v + σ(x)√
2

eiπ(x)/v v = µ√
λ

(30.6)

If this realization seems strange, let us just point out that it’s not much different from the
one used in the linear sigma model, in fact by expanding the exponential one finds

φ(x) ≈ v + σ(x)√
2

(
1 + i

π(x)
v

+ o(π2)
)

= v + σ(x) + iπ(x)√
2

(30.7)

Clearly by putting 30.6 in the lagrangian 30.4, the potential won’t depend on π and we
can rewrite it as

V (|φ|2) = −µ2(φ†φ) + λ(φ†φ)2 = λ

(
φ†φ− v2

2

)
(30.8)

Therefore

L = (∂µ + ieAµ)
(
v + σ√

2

)
e−i

π(x)
v (∂µ + ieAµ)

(
v + σ√

2

)
ei

π(x)
v − λ

4
(
(v+σ)2 − v2)− 1

4FµνF
µν

(30.9)
What we can now do, and this is the important step, is to get rid of the exponential factor,
and so of the soon to be Goldstone boson, by means of the following gauge transformation,
called unitary gauge 

φ′(x) = e−iα(x)φ(x)
φ†′(x) = φ†(x)eiα(x)

A′
µ(x) = Aµ(x) + 1

e
∂µα(x)

(30.10)

for which we have to choose α(x) = π(x)
v

. By using it in the lagrangian, this will give

L = (∂µ + ieAµ)
(
v + σ√

2

)
(∂µ − ieAµ)

(
v + σ√

2

)
− λ

4 ((v + σ)2 − v2)− 1
4FµνF

µν

= 1
2∂µσ∂

µσ + 1
2e

2AµA
µ(v + σ)2 − λ

4 ((v + σ)2 − v2)− 1
4FµνF

µν (30.11)

What we get is then, beside interaction and some constant terms from the vacuum expec-
tation value, is

Lφ = 1
2∂µσ∂

µσ − m2
σ

2 σ2 mσ =
√

2µ

LAµ
= −1

4FµνF
µν − m2

A

2 AµA
µ mA = ev (30.12)

The photon propagator in this theory is given by

+ + · · ·

−gµν

q2 + −g
µσ

q2 (ievqσ) 1
q2 (ievqρ)−g

ρν

q2 + · · · = −igµν 1
q2 − e2v2 (30.13)

which exactly gives back the massive propagator with mass mA = ev.
We found a mass to the photon which is proportional to the coupling. The degrees of
freedom of this theory, which bare in mind is the same as the initial lagrangian, are still
four since we now have one massive scalar particle and three polarization of the photon,
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since it’s now a massive boson. Please understand: the initial lagrangian with the opposite
sign mass and the final lagrangian describe exactly the same physical system; all we have
down is to select a convenient gauge and rewrite the fields in terms of fluctuations about a
particular ground state. We have sacrificed manifest symmetry in favour of notation that
makes the physical content more transparent, and allows us to extract the Feynman rules
more directly. The extra degree of freedom of the photon field came from the Goldstone
boson π which the photon "ate" when we choose a particular gauge.
As a little recap, we have in the end the following

Field Mass term Propagator

σ m2
σ = 2λv2 = 2µ2 i

p2 −m2
σ + iε

π disappeared

Aµ m2
A = e2v2 i

q2 −m2
A + iε

(
gµν + qµqν

m2
A

) (30.14)

But wait, we got again a propagator which threatens the renormalizability of the theory! To
see that in reality the problem now is different, since we didn’t explicitly add a mass term
but it came from gauge invariance, we now see that the matrix elements of the S-matrix
are the same as the ones that we would get with the usage of the t’Hooft gauge.

30.2 The t’Hooft gauge

Consider now the following gauge fixed lagrangian

L = |Dµφ|2 + µ2φ†φ− λ(φ†φ)2 − 1
4FµνF

µν − 1
2ξ

(
∂µA

µ − iev√
2
ξ(φ− φ†)

)2
(30.15)

Since φ− φ† = i
√

2π

− 1
2ξ (∂µA

µ + evξπ)2 = − 1
2ξ
(
(∂µA

µ)2 + e2v2ξ2π2 + 2evξπ∂µA
µ
)

(30.16)

This means that in this gauge, the longitudinal part of the photon field is the π field. In
the broken phase the lagrangian becomes

L = 1
2(∂µσ)2 − m2

σ

2 σ2 + 1
2(∂µπ)2 − e2v2ξ

2 π − 1
4FµνF

µν + e2v2

2 AµA
µ − 1

2ξ (∂µA
µ)2 + int.

(30.17)
Hence we obtain what follows

Field Mass term Propagator

σ m2
σ

i

p2 −m2
σ + iε

π m2
π = v2e2ξ

i

p2 −m2
Aξ + iε

(30.18)

For the photon part, we have to find the propagator in the same manner as done before,
given the lagrangian

L = −1
4FµνF

µν + 1
2m

2
AAµA

µ − 1
2ξ (∂µA

µ)2 (30.19)
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The equation of motion is given by[
(∂µ∂

µ −m2
A)gµν −

(
1− 1

ξ

)
∂µ∂ν

]
Aµ = 0 (30.20)

Again, by imposing Dµν = Agµν +Bqµqν what we find is

Dµν(q) = −i
q2 −m2

A + iε

(
gµν − (1− ξ) qµqν

q2 − ξm2
A

)
(30.21)

Note that when v = 0 =⇒ mA = 0 we get back the covariant gauge. Now the problem
with the ultraviolet divergence is solved since we don’t have the term qµqν/m

2
A term.

31 Building up the theory

Now we have to build a lagrangian for the fermionic part so that, upon finding the Feynman
rules, we can evaluate the S-matrix of the process f + f̄ → f + f̄ and prove that the results
we get from the t’Hooft gauge and the unitary gauge are the same, and so no divergent
problems appear.

31.1 The fermion lagrangian

It’s easy to build up the lagrangian for the fermion with the interaction of the scalar field

L = ψ̄T (i /D)ψL + ψ̄R(i /D)ψR − Y
[
ψ̄Rφ

†ψL + ψ̄LφψR

]
(31.1)

The Yukawa coupling terms are such since φ and ψL rotate in the same manner. In terms
of the σ and π fields, the interaction term becomes

L = −Y
[
ψ̄

1− γ5

2

(
v + σ − iπ√

2

)
1− γ5

2 ψ + ψ̄
1 + γ5

2

(
v + σ + iπ√

2

)
1 + γ5

2 ψ

]
= −Y ψ̄

[
v + σ − iπ√

2
1− γ5

2 + v + σ + iπ√
2

1 + γ5

2

]
ψ

= −Y ψ̄
[
v + σ√

2
+ iπ√

2
γ5

]
ψ = −Y v√

2
ψ̄ψ − Y√

2
ψ̄σψ − iY√

2
ψ̄γ5ψπ (31.2)

In the end we got, as expected, a mass term for the fermions which depends on the coupling
mf = Y v/

√
2. In the end, in the lagrangian we have

L = ψ̄(i /D)π −mf ψ̄ψ + eAµψ̄γ
µ 1− γ5

2 ψ − Y√
2
ψ̄σψ − iY√

2
ψ̄γ5ψπ (31.3)

which gives us directly the Feynman rules

Aµ

ff

= −ieγµ
1− γ5

2

π

ff

= − Y√
2
γ5

σ

ff

= i
Y√

2

(31.4)
The second vertex disappears in the unitary gauge.
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32 The ff̄ matrix element
We now focus our attention on the process ff̄ → ff̄ . The matrix element of this process
will be given at tree level, in general, by the following diagrams∣∣∣∣∣∣∣∣∣∣∣

Aµ

f̄

f

f̄

f

+
π

f̄

f

f̄

f

+
σ

f̄

f

f̄

f
∣∣∣∣∣∣∣∣∣∣∣

2

(32.1)

The propagators in the two gauges are summarized here

t′Hooft gauge Unitary gauge

−i
q2 −m2

A + iε

(
gµν − (1− ξ) qµqν

q2 − ξm2
A

) Aµ
µ ν −i

q2 −m2
A + iε

(
gµν −

qµqν

m2
A

)

i(/p+mf )
p2 −m2

f + iε

ψ i(/p+mf )
p2 −m2

f + iε

i

p2 −m2
σ + iε

σ i

p2 −m2
σ + iε

i

p2 − ξm2
A + iε

π ABSENT

We now compute the various matrix elements in the two gauges.
First we start from the unitary gauge, in which the pion term is absent, and get what
follows

Aµ

f̄

f

f̄

f

= ū(k1)(−ieγµ)v(k2) −i
q2 −m2

A + iε

(
gµν −

qµqν

m2
A

)
v̄(p2)(−ieγν)u(p1)

σ

f̄

f

f̄

f

= ū(k1)−iY√
2
v(k2) i

p2 −m2
σ + iε

ū(p2)−iY√
2
u(p1) (32.2)
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In the t’Hooft gauge instead we get

Aµ

f̄

f

f̄

f

= ū(k1)(−ieγµ)v(k2) −i
q2 −m2

A + iε

(
gµν − (1− ξ) qµqν

q2 −m2
Aξ

)
v̄(p2)(−ieγν)u(p1)

σ

f̄

f

f̄

f

= ū(k1)−iY√
2
v(k2) i

p2 −m2
σ + iε

ū(p2)−iY√
2
u(p1)

π

f̄

f

f̄

f

= ū(k1)−Y γ5√
2
v(k2) i

p2 −m2
Aξ + iε

v̄(p2)−Y γ5√
2
u(p1) (32.3)

The main difference, beside the pion part, is in the photon. By simple comutation we can
see that the t’Hooft term is just given by the unitary one plus another term

tH = UG +
(
−e2

4

)
ū(k1)/q(1− γ5)v(k2)

i

(
1− ξ

q2 −m2
Aξ
− 1
m2

A

)
q2 −m2

A

v̄(p2)/q(1− γ5)u(p1) (32.4)

Let’s take a better look at the additional term. The middle term is just

1
q2 −m2

A

(
m2

A −m2
Aξ − q2 +m2

Aξ

(q2 −m2
Aξ)m2

A

)
= − 1

m2
A(q2 −m2

Aξ)
(32.5)

Then

tH = UG + e2

4 ū(k1)/q(1− γ5)v(k2) 1
m2

A

1
q2 −m2

Aξ
ū(p2)/q(1− γ5)u(p1) (32.6)

In the s-channel q = k1 + k2 = p1 + p2 and so

ū(k1)(/k1 + /k2)(1− γ5)v(k2) = ū(k1)/k1(1− γ5)v(k2) + ū(k1)(1 + γ5)/k2v(k2)
= (mf −mf )ū(k1)v(k2)− 2mf ū(k1)γ5v(k2) (32.7)

and the same goes, with the opposite sign for the other half of the term. In the end what
we get is

tH = UG − e2

4
4m2

f

m2
A

ū(k1)γ5v(k2) 1
q2 −m2

Aξ
v̄(p2)γ5u(p1)

= UG − e2

4
4Y 2v2

2v2e2 ū(k1)γ5v(k2) 1
q2 −m2

Aξ
v̄(p2)γ5u(p1)

= UG − ū(k1) Y√
2
γ5v(k2) 1

q2 −m2
Aξ
v̄(p2) Y√

2
γ5u(p1) (32.8)

Eureka, the additional term in the t’Hooft gauge gives exactly the unitary gauge plus the
pion term but with opposite sign, so that cancels out to give exactly the same result in the
two gauges.
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Therefore, given the fact that the t’Hooft gauge has no ultraviolet divergences and gives
the same result as the unitary gauge, found through the help of Higgs mechanics, then
even the unitary gauge has no ultraviolet divergences. The problem of renormalizability
has been solved.



PART

XIIYang-Mills Theories
33 Abelian and non-abelian gauge invariance

We have seen multiple times that the requirement that a theory has to be locally invariant
under a U(1) symmetry group, requires the construction of a covariant derivative and
directly from that, there arises a new field with it’s specific kinetic term.
What we want now is to give a better understanding of the underlying geometric nature
of the covariant derivative and the field which pops up whenever we require local gauge
invariance.
The simplest case we encountered of local gauge invariance is the local U(1) symmetry
group of QED. This symmetry is a very special one since is an abelian gauge symmetry.
Limiting ourseves to only abelian groups is clearly not enough and so we’ll apply the same
reasoning that we have seen for the local U(1) symmetries to more complex symmetry
groups and see what happens.

33.1 The geometry of gauge invariance

As we have seen, local symmetries endanger causality in field theory. So a better way of
talking about symmetries is by their local counterpart. In the case of QED the symmetry
group is U(1) which means that the fermion fields transform as

ψ → eigα(x)ψ ψ̄ → ψ̄e−igα(x) (33.1)

If we want to take the derivative in the diraction nµ of a spinor field nµ∂µψ we’re implicitly
doing a wrong calculation since

nµ∂µψ = lim
ε→0

ψ(x+ nε)− ψ(x)
ε

(33.2)

The subtraction is ill defined! We are comparing two fields which transform in completely
different ways. If we want to compare two quantities which transform in a given manner
in two different points in spacetime, we need a comparator U(y, x) that transforms in the
following manner

U(y, x)→ eigα(y)U(y, x)e−igα(x) (33.3)

so that ψ(y) and U(y, x)ψ(x) transform in the same manner

ψ(y)→ eigα(y)ψ(y)
U(y, x)ψ(x)→ eigα(y)U(y, x)e−igα(x)eigα(x)ψ(x) = eigα(y)U(y, x)ψ(x) (33.4)

Moreover, a sensible requirement is that U(y, y) = 1. Without loss of generality, the
comparator can be seen as a pure phase eiφ(y,x).19 With this we can construct a well 19 A more general formulation

is based on the usage of Wilson
loops.

defined derivative Dµ in spacetime

nµDµψ = lim
ε→0

ψ(x− nε)− U(x+ nε, x)ψ(x)
ε

(33.5)

84



Abelian and non-abelian gauge invariance The geometry of gauge invariance 85

Infinitasimally the comparator becomes

U(x+ nε, x) = 1 + igεnµΓµ +O
(
ε2
)

(33.6)

so that

nµDµψ = lim
ε→0

1
ε

[ψ(x+ nε)− ψ(x)− igεnµΓµψ(x)]

= lim
ε→0

1
ε

[ψ(x+ nε)− ψ(x)]− ignµΓµψ(x) (33.7)

which gives us the final form of our covariant derivative in the abelian case

Dµ = ∂µ − igΓµ (33.8)

The quantity Γµ is called connection in differential geometry and it’s what permits us to
transport vectors along curves in a manifold.
The transformation rule for the comparator let’s us find the transformation rule for the
connection

Γµ → (1 + igα(x))Γµ(1− igα(x))− i

g
(∂µα(x))(1− igα(x)) = Γµ − g∂µα(x) (33.9)

From this we see that the transformation rule is just the one of the photon field Aµ under
a gauge transformation. So for a global U(1) symmetry, we identify the connection with
the photon field and the covariant derivative becomes

Dµ = ∂µ − ieAµ (33.10)

where we put back the charge of the electron instead of the general charge g.

From a simple geometrical construction we can easily find the field tensor. To do this
we must simply ask the following question: given the infinitesimal form of the comparator,
which transports a gauge-dependent field an infinitesimal distance in spacetime, what would
happen if we transported the field along an infinitesimal parallelogram?

Let us denote Udx(x) = 1 − igAµ(x) dxµ the infinitesimal action of the comparator we

Figure 15. Parallelogram used to
calculate the rotation of a test field
φ moved along a closed loop in the
presence of a non-zero gauge field
Aµ

just saw which moves from the point x an infinitesimal amount dx. If we want to move
along the path 2 in the figure 15

Udy(x+ dx) = 1− igAν(x+ dx) dyν

= 1− igAν(x) dyν − ig∂µAν(x) dxµ dyν (33.11)

Combining paths 1 and 2 we get

Udx(x+ dy)Udy(x) = 1− igAν(x)dyν − igAµ(x)dxµ − ig∂νAµ(x)dxνdyµ

− g2Aµ(x)Aν(x)dxµdyν (33.12)

Instead of performing now a round trip 1→ 2→ 3→ 4, we evaluate next 4→ 3 which we
then subtract from the just found 1 → 2. In this way we can reuse the same result found
for 1→ 2 just by exchanging Aµdxµ with Aνdyν and viceversa. Whit this we get

Udx(x+ dy)Udy(x) = 1− igAν(x)dyν − igAµ(x)dxµ − ig∂νAµ(x)dxµdyν

− g2Aµ(x)Aν(x)dxµdyν (33.13)
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so that for the whole trip one gets

−ig(∂µAν − ∂νAµ + ig[Aµ, Aν ])dxµdyν (33.14)

Thus, using the commutator relation for the photon field, the final expression for the
comparator is given by

U(x, y) = 1− ig(∂µAν − ∂νAµ)dxµdyν = 1− igε2Fµνdxµdyν (33.15)

We found geometically a locally invariant quantity which depends on the derivatives of the
connection, and therefore can give a kinetic term to the photon field.
A more general way of finding the field strength tensor is by requiring that the second
covariant derivative transform as the fields. By some simple calculations one finds a general
definition for the field tensor

[Dµ, Dν ] = igFµν (33.16)

This definition will be very useful in the case of non-abelian theories.
Formulated in this way, the electromagnetic tensor is nothing but the curvature tensor. If
you’ve met the concept of curvature previously, then you probably know that the way we
ordinarily conceive of Minkowski space it is a flat space.
However, the idea of Yang-Mills theory is to throw out the ordinary concept of flat
Minkowski space. What the connection, the vector potential in this case, does is to intro-
duce a twist into Minkowski space. The curvature F then measures the extent to which
this twist causes a deviation from the ordinary flat geometry of Minkowski space.

33.2 Non abelian case

What if now the field does not transform under the abelian U(1) group but under a more
general group? Under a general lie group the field ψ transforms as

ψ(x)→ eigαA(x)λAψ(x) ψ†(x)→ ψ†(x)−igαA(x)λA (33.17)

where λA, with A = 1, · · · , dimG, are the generators of the underlying symmetry group
which respect the following orthogonality relation

TrλAλB = 1
2δ

AB (33.18)

Moreover, for any semi-simple Lie group we have[
λA, λB

]
= ifABCλC (33.19)

With this in mind, we can see how the connection transforms since from that we can find
the transformation rule for the gauge field

Γ′
µ = − i

g
[∂µ(1 + igαA(x)λA)] (1− igαB(x)λB) + (1 + igαA(x)λA)Γµ(1− igαB(x)λB)

= − i
g

(ig∂µαA(x)λA)(1− igαB(x)λB) + Γµ + igαA(x)λAΓµ − igΓµαB(x)λB

= Γµ + (∂µαA(x))λA + igαA(x)[λA,Γµ] (33.20)
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Since the generators in the adjoint representation furnish a base for the Lie group, we can
surely expand the connection on them as

Γµ =
dim G∑
B=1

GB
µ λ

B (33.21)

so to get the transformation of the connection in terms of the gauge fields GA
µ

GA′
µ λA = GA

µλ
A + ∂µαA(x)λA + igαA

dim G∑
B=1

GB
µ

[
λA, λB

]
= GA

µλ
A + ∂µα

AλA − fABCαAGB
µ λ

C (33.22)

By projecting using the trace condition TrλAλB = δAB/2 one finds the transformation
rule of the gauge field (

GA
µ

)′ = GA
µ + ∂µα

A(x)− fABCαBGC
µ (33.23)

Now that we have the transformation rule for the gauge field, we can construct the
field tensor using the definition 33.16 with covariant derivative Dµ = ∂µ−igGA

µλ
A summed

over the rep index
[Dµ, Dν ] = −igGA

µνλ
A (33.24)

What we get is the following

[Dµ, Dν ] = [∂µ, ∂ν ]− ig
([
∂µ, G

A
ν λ

A
]
−
[
∂ν , G

B
µ λ

B
])

+ g2[GA
µλ

A, GB
ν λ

B
]

= −ig
(
∂µG

A
ν − ∂νG

A
µ

)
λA + ig2GA

µG
B
ν f

ABCλC (33.25)

where in the last step we used the commutator relation for the generator of the Lie algebra.
Given this result, one finds

−igGA
µνλ

A = −ig
(
∂µG

A
ν − ∂νG

A
µ

)
λA + ig2GA

µG
B
ν f

ABCλC

=⇒ GA
µνλ

A =
(
∂µG

A
ν − ∂νG

A
µ

)
λA − gGA

µG
B
ν f

ABCλC (33.26)

if we now project using the trace condition found earlier

GA
µν TrλAλD =

(
∂µG

A
ν − ∂νG

A
µ

)
TrλAλD − gGA

µG
B
ν f

ABC TrλCλD

=⇒ GD
µν =

(
∂µG

D
ν − ∂νG

D
µ

)
− gfABDGA

µG
B
ν

=
(
∂µG

D
ν − ∂νG

D
µ

)
+ gfDABGA

µG
B
ν (33.27)

where in the last step we used the antisymmetric property of the structure constants. In
the end we have our definition of the general field tensor associated to a certain gauge field
of a symmetry group

GA
µν = ∂µG

A
ν − ∂νG

A
µ + gfABCGB

µG
C
ν (33.28)

The same result could have been found by imposing the invariance of the gauge tensor
field (GA

µν)′ = GA
µν by first defining it like the EM-tensor GA

µν = ∂µG
A
ν − ∂νG

A
µ and then

noticing that, for the invariance to hold, there has to be an additional term which will turn
out to be the gfABCGB

µG
C
ν term. This new term is the price to pay for the non-abelian

nature of the theory.
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34 Non-abelian gauge theory

We now have all the tools we need to write down the lagrangian for a generic gauge field
associated to a given local symmetry group with all the possible interactions of the gauge
field with matter fields such as fermions.
In turn this will give us a theory which we can quantise and we know, thanks to ’t Hooft
and Veltman20, to be a renormalizable theory which is a fundamental requirement for the 20 They won the nobel prize in

1999 for this.construction of a physical theory such as the standard model.

34.1 Form the EM lagrangian to the general case

We know that the lagrangian for the electromagnetic field is given in terms of the EM-field
tensor Fµν

L = −1
4FµνF

µν = −1
4F

2 (34.1)

and that the interaction with the matter field is introduced by means of the U(1) gauge
covariant derivative Dµ = ∂µ − ieAµ where e is the U(1) coupling constant and Aµ is the
photon field.
If we take QED for example, the total lagrangian for the theory is given by

LQED = −1
4F

1 + ψ̄(i /D −m)ψ = −1
4F

2 + ψ̄(i/∂ −m)ψ − ieψ̄ /Aψ (34.2)

Or in case of scalar electrodynamics, where now the matter field is given by a complex
scalar field

LSQED = −1
4F

2 + |Dµφ|2 −m2|φ|2 (34.3)

The interactions are contained into the covariant derivative where we have the coupling
between the gauge field and the matter field. With the interaction lagrangian we can build
up the well known Feynman rules for the said theories.

With this in mind, we can extend what we just said to a general gauge theory. From
now on we’ll only consider SU(N) gauge theories and, specifically, SU(2) and SU(3).
Following the definition 34.1 we write, for the generic gauge field GA

µν

L = −1
4G

A
µν(Gµν)A = −1

4 Tr(GµνG
µν) (34.4)

The trace is over the rep index since we have the implicit summation. The main difference
between the simple abelian U(1) gauge theory and its non-abelian counterpart is that,
while in QED we have only one gauge field, the photon, in a general SU(N) theory we’ll
have N2 − 1 "photons" since the gauge field belong in the adjoint rep. So for QCD, which
is based on the SU(3) Lie group, we’ll have 8 gauge fields, the gluons. For the SU(2) part
of the electroweak theory we’ll have 3 gauge fields which, as we’ll see later, will be related
to the three vector bosons which mediate the weak interaction W±, Z0.

Having at our disposal the covariant derivative associated to a given symmetry group
and the related field tensor, we can construct any theory we want, coupling the gauge field
to some matter field. Suppose that we want to write down the lagrangian of a field theory
with a generic SU(N) gauge field, a complex scalar field and a fermion field. It’s really
easy to do21 21 Sometimes you’ll see that the

rep index will be down, or up.
That’s just so that the indices
are not too crowded, but really
the rep index is just a "number-
ing" index, there’s no difference
between up and down.

L = |Dµφ|2 + ψ̄(i /D −m)ψ − 1
4G

A
µνG

µν
A − V (|φ|2) (34.5)
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The coupling of the matter fields with the gauge field is hidden, for now, in the covariant
derivative. An example of a non-abelian gauge theory is the quantum chromodynamics
QCD, that describes the strong interaction

LQCD = −1
4G

A
µνG

µν
A + ψ̄q(i /D −mq)ψq (34.6)

Remark. In the limit g = 0, the equation 34.4 will describe free particles, as many
as there are generators of the group, each one characterised by a lagrangian identical
to the free EM-lagrangian, which describes the quantum of the field with spin 1 and
massless. This is the main reason of why the Yang-Mills theory was abandoned until
the studies on the spontaneous symmetry breaking.

34.2 Quantization
Constructing the Feynman rules for a Yang-Mills theory is not so easy as in the abelian-
case. We’ll now give the explicit results which in some cases are easy to see while in others,
specifically the 3-gluon22 and 4-gluon interaction, are not so easy and can be found using 22 We use gluon as a generic

term for the non-abelian gauge
field.

functional quantization which is beyond the scope of this notes. Without further ado, let’s
begin to study the Feynman rules of the theory 34.5 where there’s no symmetry breaking
and all the gluons are massless. The propagators are easily found by the one we know from
before

µ,A ν,B = i

q2 + iε

(
−gµν + (1− ξ)qµqν

q2

)
δAB A,B = 1, · · · , dimG

a b = i

q2 −m2
φ + iε

δab a, b = 1, · · · , dim rep

a, α b, β =
i(/q +m)αβ

q2 −m2
f + iε

δab a, b = 1, · · · , dim rep

It’s important to remember where the various indices run since, more often than not, they
are hidden and not explicitly wrote down.
Now for the various interaction vertices: first the scalar-gluon interactions which we get by
expanding the covariant derivative on the complex scalar field

|Dµφ|2 = (Dµφ)† (Dµφ) = (∂µ + igGA
µλ

A)φ†(∂µ − igGµ
AλA)φ

= |∂µφ|2 − igGA
µλ

Aφ†
↔
∂µφ+ g2GA

µG
µ
Bλ

AλBφ
†φ (34.7)
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• igGA
µλ

Aφ†
↔
∂µφ

µ,A

b, pb, p′

= g(pµ + p′
µ) (λA)a

b

• g2GA
µG

µ
Bλ

AλBφ
†φ

a, p

ν,Bµ,A

b, p′

= −ig2gµν

(
λAλB

)a

b

then the fermion-gluon interaction

iψ̄ /Dψ = iψ̄γµ(∂µ − igGA
µλ

A)ψ = iψ̄ /∂ψ + gψ̄γµGA
µλ

Aψ (34.8)

• gψ̄γµGA
µλ

Aψ

µ,A

b, α b, β

= −ig (γµ)α
β

(
λA
)a

b

and then the interesting bit, which wasn’t present in the abelian case, the gluon-gluon
interactions

−1
4G

A
µνG

µν
A = −1

4
(
∂µG

A
ν − ∂νG

A
µ + gfABCGB

µG
C
ν

) (
∂µGν

A − ∂νGµ
A + gfADEGµ

DG
ν
E

)
= −1

4
[
+gfADE

(
∂µG

A
ν

)
Gµ

DG
ν
E − gfADE

(
∂νG

A
µ

)
Gµ

DG
ν
E + · · ·

· · · +gfABC (∂µGν
A)GB

µG
C
ν − gfABC (∂νGµ

A)Gµ
BG

ν
C + g2fABCfADEGB

µG
C
ν G

µ
DG

ν
E

]
(34.9)
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which gives rise to two possible vertices, one with a 3-gluon interaction and one with 4-gluon
interation, whose Feynman rules are

• −g4f
ABC

[(
∂µG

A
ν

)
Gµ

BG
ν
c + permutations

]
µ, p,A

B, q, ν C, r, σ

= gfABC (gµν(p− q)σ + gνσ(q − r)µ + gσµ(r − p)ν)

• g2fABCfADEGB
µG

C
ν G

µ
DG

ν
E

C, ρ

ν,Bµ,A

D, σ

= −ig2 [fABEfCDE (gµρgνσ − gµσgνρ) + permutations
]

Again, it’s important to note that the non-abelian nature of the theory adds new
interaction vertices between the gauge fields. In QED two photons cannot interact at tree
level. The lowest order interaction for two photon scattering in QED is given by the box
diagram.23 23

Box diagram of the two photon
process in QED.

34.3 Ghosts and other strange things
Whenever we try to quantize a theory we do so by using functional quantization, i.e.
starting from the Feynman path integral for some theory we can build up the Feynman
rules using functional derivatives.
Whenever working with gauge theories there’s a catch: the gauge freedom makes the
functional integral ill defined. This can be simply understood since, whenever evaluating a
functional integral, one integrates aver all the possible field configurations. Given that for
gauge theories we have infinitely many equivalent field configurations we have to integrate
over an infinite quantity24 making the integral ill defined. 24 This is not entirely true since

even without gauge freedom,
the degrees of freedom of a field
are again infinite. But just to
give a taste of the problem, this
semplification suffices.

To overcome this problem one uses the so called Faddeev-Popov method which, in some
sense, fixes the gauge so to make the functional integral convergent. By doing so, tho,
we introduce a new fictitious field, ghost field. This field cannot be associated to a real
particle since it changes under a change of gauge and it can be eliminated by a suitable
choice of the gauge. Nevertheless one can do calculation with such fields as if they where
real particles only to realize that all physical quantities, being independent on the choice
of the gauge, won’t have any dependence on ghost fields.
Ghosts don’t appear in abelian theories since they come up directly from the additional
terms which only non-abelian theories have.
A peculiarity of ghosts is that they behave like a fermion and like a boson at the same time.
This further adds to the fact that this fields cannot be associated to any real particle.



PART

XIIIGlashow-Weinberg-Salam theory
We now have sufficient knowledge to formulate the GSW theory of weak and electromag-
netic interactions among leptons and quarks and to study its properties. Let us first state
the starting point and the aim of our study

1. There exist charged and neutral currents.

2. The charged currents contain only couplings between left-handed fermions. This
result is given by Fermi theory of weak interactions which, as we’ll see, is the low
energy limit of the GSW theory.

3. The bosons W±, Z0 mediating the weak interaction must be very massive.

4. Nevertheless we’ll begin with massless bosons which then receive masses through the
Higgs mechanism. At that point we want to simultaneously include the photon field.

Given this list of properties, we can begin to build up the first part of the SM which
accounts for the electroweak sector.

35 The GWS Lagrangian

35.1 Symmetry breaking
Let’s begin, as we always must, to find the symmetry group of the theory. We know that at
least there must be one gauge boson for the photon. Moreover there must be another two
vector bosons for the W± fields. With this we need at least the SU(2) symmetry group
since it has 3 generators. But it turns out that this group is too small since it only accounts
for left-handed interactions but we know that the electromagnetism is perfectly symmetric
between left and right-handed fermions.
What Glashow proposed was the following minimal group

SU(2)W ⊗ U(1)Y (35.1)

where the reps are defined by the isospin symmetry and the hypercharge. The U(1)Y is
not to be confused with the U(1) symmetry group of electromagnetism, that will come later
after symmetry breaking. Based on this symmetry group, the existence of a fourth gauge
boson was theorized since the group has 4 generators. It will turn out that the additional
gauge boson is, in fact, the Z0 which mediates the weak neutral currents.

Since we have that the total symmetry group is the product of two groups, we need
two different coupling constants g, g′. The kinetic part of the lagrangian will be then

L = −1
4W

A
µνW

µν
A − 1

4BµνB
µν (35.2)

where

Wµν
A = ∂µW

A
ν − ∂νW

A
µ + gεABCWB

µ W
C
ν Bµν = ∂µBν − ∂νBµ (35.3)
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are the gauge tensors respectively for the SU(2) and U(1) part of the symmetry group.

Given the local nature of the interactions, we need to give mass to the bosons. On the
other hand, the photon will be given by a linear combination of the simmetry generators
which remain unbroken under the action of the Higgs mechanism.
To induce the symmetry breaking, we introduce a complex isospin doublet with hypercharge
1 called the Higgs doublet

H =
(
H+

H0

)
(35.4)

The hypercharge is set by the Gell-Mann Nishijima formula Q = τ3 + Y/2

H+ 1 = 1
2 + Y

2 =⇒ Y = 1

H0 0 = −1
2 + Y

2 =⇒ Y = 1

To classify the fields in the Standard Model we’ll heavily use the following notation
(

dim repSU(2), dim repSU(3)

)
Y

,
and so the Higgs field belongs in the rep

H ∼ (2, 1)1 (35.5)

A field Φa of the form (R, 1)1 will transform as

Φa → exp
(
iαA(x)σ

A

2 + iβ1
)a

b

Φb (35.6)

The lagrangian for the Higgs field is given by

L = |DµH|2 − V (|H|) (35.7)

where V (|H|) is some symmetry breaking potential and the covariant derivatives are given
by

Dµ = ∂µ − ig′Y

2 Bµ − igWA
µ λ

A = ∂µ − i
g′

2 Bµ − igW a
µ τ

a (35.8)

By choosing the potential as

V (H) = −µ2|H|2 + λ|H|4 (35.9)

we induce a vev25 for H, which can be taken to be real and in the lower component. Thus 25 vev stands for vacuum expec-
tation valueusing the Higgs mechanism we choose

H = exp
(
i

2π
AσA

) 0
h+ v√

2

 (35.10)

where v = µ√
λ

and σA/2 are the normalized generators of SU(2). With the vev fixed it’s
easy to find that the broken generators, i.e. the ones for which T 〈H〉 6= 0 are given by

τ1 = 1
2

(
0 1
1 0

)
τ2 = 1

2

(
0 −i
i 0

)
τ3 −

Y

2 =
(

0 0
0 1

)
(35.11)
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and the unbroken generator is given by

τ3 + Y

2 =
(

1 0
0 0

)
(35.12)

which is exactly the electric charge as given by the Gell-Mann Nishijima formula! The
symmetry breaking pattern is therefore

SU(2)W ⊗ U(1)Y → U(1)Q (35.13)

and we expect, thanks to Goldstone theorem and the Higgs mechanism, three out of four
vector bosons to be massive while one remains massless (spoiler: the only vector boson
without mass will be the photon!).

Putting the vev in the kinetic part of the Higgs, we get

|DµH|2 = v2

8

(
0 1
)( g′Bµ + gW 3

µ g(W 1
µ − iW 2

µ)
g(W 1

µ + iW 2
µ) g′Bµ − gW 3

µ

)(
g′Bµ + gW 3

µ g(W 1
µ − iW 2

µ)
g(W 1

µ + iW 2
µ) g′Bµ − gW 3

µ

)(
0 1
)

= g2 v
2

8

[(
W 1

µ

)2 +
(
W 2

µ

)2 +
(
g′

g
Bµ −W 3

µ

)2
]

(35.14)

The W 1,W 2 terms are degenerate in mass

M2
W = v2g2

4

The remaining terms are given by

v2g2

4 (W 3
µ)2 + v2g′2

4 B2
µ −

2gg′v2

4 BµW 3
µ = v2

4

(
Bµ W 3

µ

)( g2 gg′

gg′ g′2

)(
Bµ

Wµ
3

)
(35.15)

It’s clear that the initial basis is not the basis given by the mass eigenstates. We can
therefore go to the latter by diagonalizing 35.15

det
(
g2 −m gg′

gg′ g′2 −m

)
= (g2 −m)(g′2 −m)− (gg′)2 = 0

= m2 + (gg′)2 −m(g2 + g′2)− (gg′)
= m(m− g2 − g′2) = 0
m = 0 m = g2 + g′2 (35.16)

The two solutions give us what we wanted: a masses mode and a massive one. Looking for
the eigenvectors will give us linear combinations of the Bµ and W 3

µ fields which will turn
out to be the massless photon field and the massive Z0 gauge boson field.
By means of the following reparametrization

sin θW = g′√
g2 + g′2

cos θW = g2√
g2 + g′2

(35.17)

where θW is called the Weinberg angle. One can easily show that this rotation gives us

Figure 16. Graphic visualization
of the Weinber angle



The GWS Lagrangian Gauge sector 95

indeed the linear combination that we need(
Z0

µ

Aµ

)
=
(

cos θW − sin θW

sin θW cos θW

)(
W 3

µ

Bµ

)
=⇒

{
Z0

µ = cos θWW 3
µ − sin θWBµ

Aµ = sin θWW 3
µ + sin θWBµ

(35.18)

Now notice the following

WA
µ τ

A = 1√
2
(
W+

µ τ
+ +W−

µ τ
−)+W 3

µτ
3 (35.19)

where
τ± = τ1 ± iτ2 (35.20)

and so the definite charge gauge fields, in the same way as the pion fields, are given by

W+
µ = 1√

2
(W 1

µ + iW 2
µ) W−

µ = 1√
2

(W 1
µ − iW 2

µ) (35.21)

Therefore what we have in the hand are the following fields

W±
µ mW = vg

2
Z0

µ mZ = 1
2 cos θW

gv = v

2
√
g2 + g′2 = mW

cos θW

Aµ mA = 0 (35.22)

Already there’s an unambiguous prediction: the W bosons should be lighter than the Z
boson, opening a possible decay channel if there’s a suitable term in the lagrangian. We’ll
see that this term is indeed there.
Moreover we find that, at tree level the following result should hold

m2
W

cos2 θWm2
Z

= 1 (35.23)

This is the result of another hidden symmetry of the Standard Model, the custodial
symmetry.

35.2 Gauge sector

Putting together what we found, we can write down the kinetic term in the lagrangian for
the Z and A bosons after symmetry breaking

LK = −1
4FµνF

µν − 1
4ZµνZ

µν + 1
2m

2
ZZµZ

µ (35.24)

where
Zµν = ∂µZν − ∂νZµ Fµν = ∂µAν − ∂νAµ (35.25)

Since the gauge bosons transform in the adjoint rep, their interactions are given by com-
mutators and in particular, the W 3

µ part of the photon field gives us the known coupling

g
[
Aµ,W

A
ν τ

A
]

= g sin θWW 3
µW

A
ν

[
τ3, τA

]
=⇒ e = g sin θW = g′ cos θW (35.26)

With this in mind, the W± combinations will have ±1 charge in units of e, which is what
we want.
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Without giving the full calculation, one can find that the full gauge lagrangian is

L = −1
4FµνF

µν − 1
4ZµνZ

µν − 1
2(∂µW

+
ν − ∂νW

+
µ )(∂µ(W−)ν − ∂ν(W−)µ)

+ 1
2m

2
ZZµZ

µ −m2
WW+

µ (W−)µ

+ ie cot θW

[
ZµνW+

µ W
−
ν − (∂µW

+
ν − ∂νW

+
µ )Zµ(W−)ν + (∂µW

−
ν − ∂νW

−
µ )Zµ(W+)ν

]
+ ie

[
FµνW+

µ W
−
ν − (∂µW

+
ν − ∂νW

+
µ )Aµ(W−)ν + (∂µW

−
ν − ∂νW

−
µ )Aµ(W+)ν

]
+ 1

2
e2

sin2 θW

(
W+

µ (W+)µW−
ν (W−)ν −W+

µ (W−)µW+
ν (W−)ν

)
+ e2 (AµW+

µ A
νW−

ν −AµA
µW+

ν (W−)ν
)

+ e2 cot θW

(
ZµW+

µ Z
νW−

ν − ZµZ
µW+

ν (W−)ν
)

+ e2 cot θW

(
W+

µ W
−
ν A

µZν +W−
µ W

+
ν A

µZν − 2W+
µ (W−)µAνZν

)
(35.27)

35.3 Higgs Sector

We can now return to the field h, the Higgs Boson. This boson remains in the spectrum
of the theory even after the choice of the unitary gauge π = 0 in the Higgs mechanism.
While the initial Higgs doublet was charged under the weak and hypercharge groups, the
Higgs boson h is not.
The part of the lagrangian which gives us the dynamics of the Higgs field is given by the
expansion of the covariant derivative after symmetry breaking

LH = 1
2(∂µh)(∂µh)− m2

h

2

2

− g m2
h

4mW
h3 − g2m2

h

32m2
W

h4 + 2h
v

(
m2

WW+
µ (W−)µ + 1

2m
2
ZZ

µZµ

)
+

+ h2

v2

(
m2

WW+
µ (W−)µ + 1

2m
2
ZZ

µZµ

)
(35.28)

where mh =
√

2µ and µ is the initial symmetry breaking parameter in the unbroken Higgs
doublet lagrangian and v is the induced vev.

As we can see from 35.28 that the Higgs field interacts with itself in cubic and quartic
interactions and with the other gauge bosons, again, with a cubic and a quartic interaction.

To summarize, we started with four parameters from the initial lagrangian: µ, g, g′, λ

and ended up with four new parameters e, θW ,mh and mW . Using the experimental values
αEM (me) ≈ 1/137, mZ = 91.2 GeV, mW = 80.4 GeV and mh = 126 GeV, we find

e = 0.303 sin2 θW = 0.223 g = e

sin θW
= 0.64 g′ = e

cos θW
= 0.34 v = 2mW

g
= 251 GeV
(35.29)

35.4 Lepton Sector

Let’s study the interactions between the electroweak gauge bosons and the leptons. Before
starting, we have to classify the left handed and right handed leptons

Le =
(
νe

e−

)
L

eR (35.30)
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We see that the left handed field shows up as an isospin doublet, whereas the right handed
field as singlet. The hypercharge is always set by the Gell-Mann Nishijima formula

νe L 0 = 1
2 + Y

2 =⇒ Y = −1

e−
L − 1 = −1

2 + Y

2 =⇒ Y = −1

e−
R − 1 = Y

2 =⇒ Y = −2

At the end the classification will be

Le = (2, 1)−1

eR = (1, 1)−2 (35.31)

Moreover, in the Standard Model, there are three generations of SU(2) doublet pairs
of quark and leptons. The quarks will be studied later, for now we see that the three
generations of leptons are

Li =
(
νe

e−

)
L

,

(
νµ

µ−

)
L

,

(
ντ

τ−

)
L

i = 1, 2, 3 (35.32)

These all transform as a left handed Weyl spinor26. The right handed fermions for all three 26 They transform in the
( 1

2 , 0
)

representation of the Lorentz
group

generations are
ei

R = {eR, µR, τR} i = 1, 2, 3 (35.33)

It’s important to note that right-handed neutrinos have not been yet observed and we
won’t include them, but we easily could in case they do exist.

The coupling between the leptons and the gauge boson is given by the covariant deriva-
tive in the fermion lagrangian

L = iL̄i /DLi + iēi
R /Dei

R (35.34)

where the covariant derivatives are different between the left handed part and the right
handed one. All leptons couple to the hypercharge gauge boson as we stated in 35.31. We
denote YL the left handed hypercharge and YR the right handed one. So the expanded
lagrangian will be

L = iL̄i

(
/∂ − ig /WA

τA − ig
′

2 YL /B

)
Li + iēi

R

(
/∂ − ig

′

2 YL /B

)
ei

R (35.35)

To be clear, the L or R subscript in the lagrangian are just for convenience, since they
indicate the implicit chirality of the field. But since all leptons are all left or right-handed
Weyl spinors, it would be technically correct to replace

L̄R /∂L→ L†σ̄µ∂µL

ēR /∂eR → e†
Rσ

µ∂µeR (35.36)

However, since we’ll almost always deal with the fields in the broken phase, where the
left and right-handed spinors combine into Dirac spinors, for semplicity we’ll always write
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everything in the Dirac rep where

L̄/∂L = L†γ0γµ∂µ
1− γ5

2 L

ēR /∂eR = eRγ
0γµ∂µ

1 + γ5

2 eR (35.37)

As it’s clear, there are still no masses for the leptons. To find them we have to build the
Yukawa sector of the lagrangian where the fields interact with the Higgs doublet. This will
give mass to the leptons afer symmetry breaking.
From the transformation rule of the lepton fields and the Higgs doublet, it’s easy to see
that the only scalar quantities we can construct are the following27 27 We now focus only on one

generation, the process can be
easily generalized to all three.L = Y

[
L̄eHeR + ēRH

†Le

]
(35.38)

After symmetry breaking, this part will give us the mass for the electrons with the following
term

−me (ēLeR + ēReL) me = Y√
2
v (35.39)

After electroweak symmetry breaking, together with the diagonalization of the masses
for the gauge bosons, the lagrangian 35.35 becomes

L = L̄e

[
gτ3 (Zµ cos θW +Aµ sin θW ) + g′

2 YL (−Zµ sin θW +Aµ cos θW )
]
γµLe+

+ YR
g′

2 ēR (−Zµ sin θW +Aµ cos θW ) γµeR (35.40)

The terms proportional to the photon field are

Aµ

[
L̄e

(
gτ3 sin θW + g′

2 YL cos θW

)
Le +

(
g′

2 cos θW

)
YR (ēRγ

µeR)
]

(35.41)

and using the fact that g sin θW = g′ cos θW = gg′/
√
g2 + g′2 we get to the expected result

for the QED interaction between photons and charged leptons

Aµg sin θW

[
L̄eγ

µ

(
τ3 + YL

2

)
Le + YR

2 (ēRγ
µeR)

]
= Aµg sin θW [−ēLγ

µeL − ēRγ
µeR]

= g sin θWAµJ
µ
EM (35.42)

where we used the unbroken generator in 35.12 and

Jµ
EM = Qe(ēγµe) (35.43)

with Qe = e = g sin θW . As we discussed, the electromagnetic interaction does not differ-
entiate between left and right handed chirality.

The terms proprtional to the Z0 boson are

Zµ

[
g cos θW L̄eγ

µτ3Le −
YL

2 g′ sin θW L̄eγ
µLe −

YR

2 g′ sin θW ēRγ
µeR

]
= Zµ

[
(g cos θW + g′ sin θW )L̄eγ

µτ3Le − g′ sin θW qJµ
EM

]
= Zµ

g

cos θW

(
Jµ

3 − q sin2 θWJµ
EM

)
(35.44)
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Therefore the Z0 boson not only couples to the EM current but even with an axial current

Jµ
3 = L̄eγ

µτ3Le (35.45)

There remain only the interaction terms between the leptons and the W± bosons.
Recalling 35.19 we get, from the lagrangian 35.35

gWA
µ L̄eγ

µτALe = g

[
1√
2
W+

µ L̄eγ
µτ−Le + 1√

2
W−

µ L̄eγ
µτ+Le +W 3

µL̄eγ
µτ3Le

]
(35.46)

and we can directly see that the charged currents are

J+
µ = L̄eγµτ

+Le =
(
ν̄e ē

−
)

L
γµ

(
0 1
0 0

)(
νe

e−

)
L

=
(
ν̄e ē

−
)

L
γµ

(
e−

0

)
L

= ν̄eLγµe
−
L

= ν̄eγµ
1− γ5

2 e− (35.47)

and

J−
µ = (J+

µ )† = ēγµ
1− γ5

2 νe (35.48)

The axial part for W 3 goes into the photon and Z0 boson.

The full interaction lagrangian between the leptons and the gauge boson after elec-
troweak symmetry breaking becomes

L = qeAµJ
µ
EM + g

cos θW
Zµ (Jµ

3 − q sin θWJµ
EM ) + g√

2
(
W+

µ J
µ− +W−

µ J
µ+) (35.49)



PART

XIVQuarks and the Standard Model
Now that we talked about the electroweak sector

SU(2)W × U(1)Y → U(1)Q (35.50)

of the Standard Model, we’re ready to add one of the missing part: the quarks.
We will not talk about QCD which is the remaining SU(3) the full symmetry of the
Standard Model, but only how quarks enter in the electroweak theory and how we can give
masses to them with the help of the Higgs mechanism.
It will turn out that whenever we try to diagonalize the mass spectrum, we’ll introduce
some kind of mixing between the quarks which will be mediated by the electroweak gauge
bosons.

36 The Quarks

Whenever talking about particles we should give the representation in which they’re in
based on the full SU(3)× SU(2)× U(1) symmetry.

To be more specific, quarks come in three flavours, just like leptons, and appear in the
theory in their chiral basis

Qi
L =

(
u

d

)
L

,

(
c

s

)
L

,

(
t

b

)
L

ui
R = {uR, cR, tR} dR = {dR, sR, bR} (36.1)

Their name are: up, down, charm, strange, top and bottom quarks. Whenever using the
notation ui we’ll mostly mean the up row of quarks in the SM which are up and have
electric charge, in units of e, 2/3, charm and top quarks, the others are the dis which have
electric charge −1/3.
Their irrep in the full SM gauge group is

QL ∼ (2, 3) 1
3

uR ∼ (1, 3) 4
3

dR ∼ (1, 3)− 2
3

(36.2)

Quarks carry a lot of indices: one index for the isospin charge, one index for the color
charge, one family index and a Lorentz index. We’ll omit them, as per usual, since the
notation would be too cluttered with them. But remember still that to construct invariant
quantities all indices must be saturated in such a way to have a singlet for any of the
possible symmetries.
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36.1 Interactions and lagrangian
In the same way as we did with the leptons, we start from the following lagrangian

L = iQ̄L

(
/∂ − ig /WA

τA − ig
′

2 YQL
/B

)
QL

+ iūR

(
/∂ − ig

′

2 YuR
/B

)
uR + id̄R

(
/∂ − ig

′

2 YdR
/B

)
dR (36.3)

By direct comparison with the leptons, we can easily see that the calculations will be the
same and so we give directly the results for the various currents that one expects to find,
coupled to the respective gauge bosons.
The full fermion currents will be the following

Jµ
EM = −ēγµe+ 2

3 ū
aγµua −

1
3 d̄

aγµda (36.4)

is the EM current coupled to the photon28 28 Note the color index a =
1, 2, 3 on the quarks which is
saturated.J3

µ = ν̄eγµ
1− γ5

2 νe − ēγµ
1− γ5

2 e+ ūaγµ
1− γ5

2 ua + d̄aγµ
1− γ5

2 da (36.5)

is the axial current coupled to the Z0 boson, and the charged ones

J+
µ = L̄eγµτ

+Le + Q̄aγµτ
+Qa

J−
µ = L̄eγµτ

−Le + Q̄aγµτ
−Qa (36.6)

which are coupled to the charged W± bosons.

36.2 Some interaction vertices
In the charged currents we see that an up quark can go to a down quark by emitting a W+

and viceversa. The interaction vertices can be easily seen from the lagrangian given above
and are

d u

W−

,

ū

d

W− , W−

u

d̄

≡ −i g√
2
γµ

1− γ5

2

u d

W+

,

d̄

u

W+
, W+

d

ū

≡ −i g√
2
γµ

1− γ5

2

This summerize the charged currents interactions. Remember that the u stands for every
quark in the upper region of the SM and d for every quark in the down region. Don’t get
too attached to this interaction vertices since in some moments we’ll change the basis of
our theory for the quarks in order to diagonalize the mass matrix. The Feynman rules in
this case are in the, so called, current basis.



Quark masses and mixing angles 102

Then there are the neutral currents

u

ū

Z0 ≡ −i g

cos θW
γµ

(
1
2τ

3 −Qf sin2 θW −
1
2τ

3γ5

)

u

ū

Aµ ≡ −ieQfγµ

37 Quark masses and mixing angles

We’re now ready to study how the quarks gain masses. To do so we’ll need to reintroduce
all the families since, as we’ll see, diagonalizing the mass metrix will inevitably mix the
current eigenstates quarks from different families.

37.1 Yukawa sector

From the irreps 36.2 and the Higgs we need to construct all the possible renormalizable
scalar quantities. We’ll need however another form of the Higgs field since H∗ won’t cut
it. The field we’ll use is the charge conjugate of H defined by

H̃ = iσ2H∗ =
(
H0∗

−H−

)
(37.1)

Now let’s see what kind of scalars we can build up. If we start from Q̄LH we can easily
see that this we’ll be

Q̄LH ∼ (2̄, 3̄3)− 1
3
(2, 1)1 = (2̄× 2, 3̄× 3)1− 1

3
(37.2)

We know that 2̄×2 and 3̄×3 both contain a singlet state. What’s missing is the hypercharge
singlet since 1 − 1

3 = 2/3. If we search in 36.2 for a suitable quantity, we see that the dR

quark serves our purpose and so a suitable renormalizable operator for our Yukawa sector
will be

Q̄LHdR + h.c. = Q̄RHdR + d̄RH
†QL (37.3)

where we added the hermitian conjugate, as always, to include the reality of the lagrangian.
And this settles down the down part of the lagrangian. For the up part we’ll use the charge
conjugate Higgs since, if you try, we cannot construct scalar quantities between up quarks
with the normal Higgs doublet.
It’s easy to see that the only renormalizable scalar quantity we can construct using uR is

Q̄LH̃uR + ūRH̃
†QL (37.4)

Therefore, if we now put in all the familes and the Yukawa coupling we get the Yukawa
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sector for quarks

LY = Y ij
U

(
Q̄i

LHd
j
R + d̄j

RH
†Qi

L

)
+ Y ij

D

(
Q̄i

LH̃u
j
R + ūj

RH̃
†Qi

L

)
(37.5)

37.2 Symmetry breaking
Given the Yukawa sector we can use symmetry breaking and, by going in the unitary
gauge29 we get, for example for the down quarks 29 Remember that whenever

we speak about unitary gauge
we’re implying that we set
the Goldstone boson "to zero",
which is a way of saying that
the gauge field eats the Gold-
ston boson gaining a new degree
of freedom.

(
ūL d̄L

)( 0
v+h√

2

)
dR = d̄LdR

(
v + h√

2

)
(37.6)

And so the mass for the down quarks is given by a SU(2) symmetry breaking Dirac term,
as we expect

Y ij
D

v√
2
d̄i

Ld
j
R =⇒ M ij

D = v√
2
Y ij

D (37.7)

For the up quarks is the same but the mass matrix is given in terms of the Yukawa of the
up quarks

M ij
U = v√

2
Y ij

U (37.8)

With this we see that the mass terms in the lagrangian for the quarks are

L = d̄i
LM

D
ij d

j
R + d̄j

RM
D†
ij di

L + ūi
LM

U
iju

j
R + ūj

RM
U†
ij u

i
L (37.9)

but nobody assures us that the mass matrices will be diagonal, but we would like them to
be diagonal since the mass of a given quark is an experimentally. Since we don’t have any
constraint on the specific form of the mass matrix we just found, we don’t know how, and
if it exist, to diagonalize it.

37.3 On the diagonalization of matrices
We now prove that there exist a method through which we can diagonalize any matrix
that we want. This process is called singular value decomposition and it provides to
matrices L̃, R̃ unitary such that

L†MR = M̂

where we’ll use the hatted matrix to say that it’s the diagonalized form of M .
From the generic matrix M we can construct two hermitian matrices

MM† M†M (37.10)

which in general do not commute. We can easily prove that this matrices have the same
eigenvalues

PMM† = det
(
MM† − λ

)
= det{M} det

(
M† − λM−1)

= det
(
M† − λM−1) detM = det

(
M†M − λ

)
= PM†M (37.11)

and since both matrices have the same characteristic polynomial, they’ll have the same
eigenvalues. Being both hermitian, we know that they can be diagonalized thanks to the
spectral theorem and so there exist two matrices L and R which diagonalize the matrices
to the same diagonal form since they have both the same eigenvalues

L(MM†)L† = D̂ = R(M†M)R† (37.12)
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Starting from this we define the following

M ′ = L†MR (M ′)† = R†M†L (37.13)

and it’s easy to see that
M ′(M ′)† = (M ′)†M ′ = D̂ (37.14)

We know that we can always decompose a matrix into two hermitian matrices as

M ′ =
(
M ′ +M ′†

2

)
+ i

(
M ′ −M ′†

2

)
= H1 + iH2 (37.15)

Thw two matrices we just defined H1,H2 are obviously diagonalizable since they hare
hermitian but we would like them by be diagonalizable to the same unitary matrix. From
quantum mechanics we know that this is possible if the two matrices commute! And it’s
easy to see that

[H1,H2] = 1
4i
[
M ′ +M ′†,M ′ −M ′†] = 1

2i
(
M ′M ′† −M ′†M ′) = 0 (37.16)

Therefore there exists a unitary matrix W such that W †M ′W = M̂ ′ is a complex diagonal
matrix and therefore, being complex diagonal we can put it in the form

M̂ ′ = M̂ϕ̂ (37.17)

where ϕ̂ is a matrix og phases. Moreover

W †M ′W = M̂ϕ̂ = W †L†MRW (37.18)

and therefore if we define
L̃ = LW R̃ = RWϕ̂−1 (37.19)

we found the matrices that diagonalize M .

37.4 The CKM matrix

Now that we know a way diagonalizing any matrix, we can use it to diagonalize the mass
matrix for the quarks. Take the up quarks for example

ūi
Lm̂

u
iju

j
R = ūi

L(U†
uL

)ikM
U
kl(UuR

)kju
j
R (37.20)

where

m̂u =

mu 0 0
0 mc 0
0 0 mt

 (37.21)

and the new mass eigenstates are written in term of the old ones as

ui
L = (UuL

)iju
j
L ui

R = (UuR
)iju

j
R (37.22)

Same thing goes for the down quarks where the diagonal form of the mass matrix will be

m̂d =

md 0 0
0 ms 0
0 0 mb

 (37.23)
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and the mass eigenstates

di
L = (UdL

)ijd
j
L di

R = (UdR
)ijd

j
R (37.24)

The kinetic terms are also modified by this change of basis. The gauge boson interac-
tions do not mix the families in the original current basis where the lagrangian is

L =
(
ūL d̄L

)i
[
i/∂ + γµ

(
g′

6 Bµ + g
2W

3
µ

g√
2W

+
µ

− g√
2W

−
µ

g′

6 Bµ − g
2W

′
µ

)](
uL

dL

)i

+ ūi
R

(
i/∂ + g′ 2

3
/B

)
ui

R + d̄i
R

(
i/∂ − g′ 1

3
/B

)
di

R

− v√
2

[
d̄i

L

(
UdL

MdU
†
dR

)
ij
dj

R + ūi
L

(
UuL

MuU
†
uR

)
ij
uj

R + h.c.

]
(37.25)

where i, j are flavour indices. When we do the change of basis the unitarity of the trans-
formation makes the matrices drop out since the hypercharge interactions are generation
diagonal

i
∑

i

ūi
R /Dui

R ≡
flavour

ūR1uR → ūR U
†
uR

1UuR︸ ︷︷ ︸
1

uR = ūR1uR (37.26)

Moreover the same happens on the Bµ and W 3
µ terms since these do not mix up and down-

type quarks. This means that the interaction. This in turn makes the interaction with the
photon unchanged.

The interesting bit comes out from the isospin doublet, the left part, where the two
components change with different unitary matrices

Qi
L =

(
ui

L

di
L

)
→

(
U ij

uL
uj

L

U ij
UR
dj

L

)
(37.27)

whenever the interaction mixes the to quark types. This happens with the W± couplings

g√
2
W+

µ ūLγ
µ1dL ≡

flavour
ūL1dL = ūL U

†
uL

1UdL︸ ︷︷ ︸
VCKM

dL (37.28)

where a new matric in flavour space appears since we cannot use unitarity to reduce the
new term to the identity. This matrix is known as the Cabibbo-Kobayashi-Maskawa
(CKM) matrix. The CKM matrix is a complex unitary matrix, and thus has nine real
degrees of freedom, or three compelx degrees of freedom. If VCKM were real, it would
be a O(3) matrix, i.e. with three degrees of freedom. This means that out of the nine
parameters of the complex CKM, three are angles and six are phases. However since the
quark fields as mass eigenstates have a residual U6(1) symmetry

di
L = eiαidi

L di
R = eiαidi

R ui
L = eiβiui

L ui
R = eiβiui

R (37.29)

we can use this freedom to set some phases to zero. Under these transformations, VCKM

generally transforms. However, if the two rotations are the same αi = βi, the matrix
remains unchanges. Therefore out of the 6 possible phases we could have set to zero, there
remain only 5 possible combinations that effectivly change the CKM matrix. Therefore
there remain only one free phase in the CKM. The total remaining degrees of freedom are:
three angles θ12, θ23, θ13, corresponding to rotations in the ij-flavour planes, and a phase
δ. The angle θ12 is called Cabibbo angle θC .
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One possible representation of the CKM matrix is the following

V =

1 0 0
0 cos θ23 sin θ23

0 − sin θ23 cos θ23



×

 cos θ13 0 sin θ13e
iδ

0 1 0
− sin θ13e

iδ 0 cos θ13


 cos θ12 sin θ12 0
− sin θ12 cos θ12 0

0 0 1



=

 c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13



=

Vud Vuc Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 (37.30)

The presence of the phase reflects the CP violation of the weak charged currents30. 30 In reality is more complicated
than this, but we won’t go into
details.

38 What’s so special about the CKM matrix?

38.1 Interaction vertices

Now that we have a complete theory of weak interactions we can start constructing Feyn-
man diagrams and evaluating some measurable quantities. It turns out that whenever we
have a flavour changing current we’ll need now to insert in the interaction vertex one of
the possible elements of the CKM matrix.

Let’s take for example the pion decay. As we argued in previous chapters, the pion
decay hamiltonian is given by 25.1 and, with this, we found the decay width for the charged
pion 25.14. But now that we now how it really works, we can build up the following tree
level diagram for the pion decay

W+

u

d µ+

ν (38.1)

and find out the amplitude of it

GF√
2
V ∗

udd̄γ
µ(1− γ5)uµ̄γµ(1− γ5)ν (38.2)

where an additional Vud term appears with respect to the initial amplitude. This factor
can greatly suppress some processes for which the CKM matrix element is very small.

One useful representation of the CKM matrix that helps us have a better understanding
of the order of magnitude of the various coupling parameters is the Wolfstein representa-
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tion. It’s based on the approximate parametrization in terms of λ = sin θC ≈ 0.22

V ≈

 1 λ λ3

λ 1 λ2

λ3 λ2 1

 (38.3)

38.2 How to measure the CKM elements
The CKM matrix elements can be measured from leptonic and semileptonic decays. With
the top quarks the processes are a little bit more difficoult since it’s mass prevents it from
forming bound states with other quarks. In that case we use hadron mixing, we won’t go
into much detail about it.
Here we give some example: for leptonic decays we can have

π+ → µ+νµ Vud

K+ → µ+νµ Vus

D+ → µ+νµ Vcd

B+ → τ+ντ Vub (38.4)

for semileptonic decays

n→ pe−ν̄e Vud

K+ → π0e+νe Vus

K0 → π−e+νe Vus

D+ → K0µ+νµ Vcs (38.5)

and even non-leptonic decays like

K+ → π+π− V ∗
usVud (38.6)



PART

XVDiscrete Symmetries
Until now we have studied the continuous transformations that can be constructed by
starting from infinitesimal transformations close to unity. If a theory is invariant under
such transformation it will possess a Noether current and thus there will be a conserva-
tion law. In addition, however, there is the class of discrete symmetries, which have to
be described differently. Discrete symmetries can be employed to relate the behavior of
different physical systems, for example, those that differ by an interchange of particles and
antiparticles. New conserved quantities (e.g. parity, charge parity) and selection rules can
be generated by discrete symmetries. We will study three types of discrete transformations
which are of fundamental importance: parity P, charge conjugation C, and time reversal T .
After determining all their properties31, we’ll see that not all the interactions are invariant 31 We’ll exploit some properties

of the gamma matrices, like

{γµ, γν} = 2gµν

{γµ, γ5} = 0(
γ0)2 = 1(
γi
)2 = −1

γ0γµγ0 = (γµ)†

under these kind of transformations. A prominent example for this is the famous maximal
violation of parity in weak interactions. Also the time reversal symmetry is (very slightly)
violated in nature as witnessed by the decay of the neutral kaon mesons.

39 Parity P
The parity is an operation that inverts the spatial coordinates

P :

 x

y

z

 −→
−x− y
− z

 (39.1)

and has the property to come back to the original condition if we apply the operator another
time, so P2 = 1. We can define a parity transformation on a field in the following way

ψ′
α =

(
P ψ(x, t)P†)

α
= Pαβψβ(−x, t) (39.2)

From this we get {
ψ′ = Pψ
ψ′† = ψ†P†

(39.3)

39.1 Determination of the operator
We are interested in determining the parity operator as a function of gamma matrices. In
order to do this we exploit the bilinear covariant ψ̄′γµψ′, requiring the following conditions

ψ̄′γ0ψ′ = ψ̄γ0ψ (39.4)
ψ̄′γiψ′ = −ψ̄γiψ i = 1, 2, 3 (39.5)

which is equivalent to write
ψ̄′γµψ′ = gµµψ̄γµψ (39.6)

Developing these conditions, we get{
ψ†P†γ0γ0Pψ = ψ†γ0γ0ψ

ψ†P†γ0γiPψ = −ψ†γ0γiψ
−→

{
P†P = 1
P†γ0γiP = −γ0γi

(39.7)
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so we can say that parity is a hermitian operator. The system is solved if the parity
operator is

P = Cγ0 (39.8)

where C is a constant such that |C|2 = 1, so the possible values are ±1. Henceforth we are
going to assume C = 1 without losing generality.

39.2 Bilinear covariant transformations
Now let’s see how the bilinear covariants transform under a parity transformation.

• A scalar quantity will transform without changing sign

ψ̄′ψ′ = ψ†P†γ0Pψ = ψ†γ0ψ = ψ̄ψ (39.9)

• A pseudoscalar quantity will transform changing sign

ψ̄′γ5ψ
′ = ψ†P†γ0γ5Pψ = −ψ†γ0γ5ψ = −ψ̄γ5ψ (39.10)

• A vector quantity will transform like the Minkowski tensor without changing sign,
as we have seen in equation 39.6.

• A pseudovector quantity will transform like the Minkowski tensor changing sign

ψ̄′γµγ5ψ
′ = ψ†P†γ0γµγ5Pψ = ψ†γµγ5γ

0ψ

µ = 0 =⇒ ψ†γ0γ5γ
0ψ = −ψ̄γ0γ5ψ

µ = 1, 2, 3 =⇒ ψ†γiγ5γ
0ψ = ψ̄γiγ5ψ

So in the end we can write

ψ̄′γµγ5ψ
′ = −gµµψ̄γµγ5ψ (39.11)

• A tensor quantity, similarly to the vector case, will transform like the Minkowski
tensor without changing sign

ψ̄′γµγνψ′ = ψ†P†γ0γµγνPψ = ψ̄γ0γµγ0γ0γνγ0ψ

= ψ̄(γµ)†(γν)†
ψ (39.12)

µ = ν = 0 =⇒ ψ̄
(
γ0)†(

γ0)†
ψ = ψ̄γ0γ0ψ

µ, ν 6= 0 =⇒ ψ̄
(
γi
)†(

γj
)†
ψ = ψ̄

(
−γi

)(
−γj

)
ψ = ψ̄γiγjψ

We can write it in a compact way using the Minkowski tensor, so in the end

ψ̄′γµγνψ′ = gµµgννψ̄γµγνψ (39.13)

From these properties we can say that QCD and QED lagrangians, which correspond
to strong and electromagnetic interactions, are invariant under a parity transformation,
whereas the Fermi lagrangian, which corresponds to weak interaction, is not.
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40 Charge conjugation C

A transformation of charge conjugation allows us to exchange the charge of two particles.
Formally the charge conjugation is a transformation that exchanges a particle with its
antiparticle, so if we take for instance the solution for the Dirac equation

ψ(x) =
2∑

r=1

∑
p

√
m

V E(p)
[
ar(p)e−ipxur(p) + b†

r(p)eipxvr(p)
]

(40.1)

where the particle is destroyed and its antiparticle is created, we can define its charge
conjugation as

ψc(x) =
2∑

r=1

∑
p

√
m

V E(p)
[
a†

r(p)eipxvr(p) + br(p)e−ipxur(p)
]

(40.2)

in which the antiparticle is destroyed whereas the particle is created.
As we did for the parity, we can give a definition of a charge transformation on a field as

(ψc)α =
(
C ψ(x, t)C†)

α
= Cαβψ

†
β(x, t) (40.3)

From this we get {
ψc = Cψ†

ψ†
c = ψC†

(40.4)

Similarly to the parity transformation, it has the property to come back to the original
condition if we apply the operator another time, so C2 = 1.

40.1 Determination of the operator

In order to determine the charge operator, we do a similar work as we did for the parity,
requiring that the following conditions are respected

ψ̄cψc = ψ̄ψ (40.5)

ψ̄c /∂ψc = ψ̄ /∂ψ (40.6)

From the first one we get32 32 From this point we exploit
the fact that Dirac fields follow
an anticommutation rule

(
ψ†

c

)
α

(
γ0)

αβ
(ψc)β = ψγ

(
C†)

γα

(
γ0)

αβ
(C)βσψ

†
σ = −ψ†

σ

(
C†γ0C

)
γσ
ψγ

= ψ†
σ

(
γ0)

σγ
ψγ = ψ†

σ

(
γ0)T

γσ
ψγ (40.7)

from which we can extract
C†γ0C = −γ0 (40.8)

From the second condition we get33 33 In this point we use the Leib-
niz rule

∂µ

(
ψ̄γµψ

)
=
(
∂µψ̄

)
γµψ + ψ̄γµ(∂µψ) = 0

put equal to 0 because the 4-
divergence of a Noether current
is always conserved

(
ψ†

c

)
α

(
γ0γµ

)
αβ

(∂µψc)β = ψσ

(
C†)

σα

(
γ0γµ

)
αβ

(C)βγ

(
∂µψ

†)
γ

= ψ†
γ

(
γ0γµ

)
γσ

(∂µψ)σ (40.9)
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By comparison we can say

C†(γ0γµ
)
C =

(
γ0γµ

)T = (γµ)T
γ0 (40.10)

For µ = 0 it’s easy to show from equation 40.10 that the operator C is hermitian.
Adding the unitary quantity γ0γ0, from equation 40.10 we get

C
(
γ0γµγ0γ0)C = Cγµ†γ0C = (γµ)T

γ0 (40.11)

Now we multiply both the sides by γ0 and we exploit the anticommutation between C and
γ0, since the equation 40.8 is true, so we get

Cγµ†γ0Cγ0 = (γµ)T

− Cγµ†C = (γµ)T

CγµC = −γµ∗ (40.12)

The only thing to do now is determining the operator. We know that γ0, γ1, γ3 are real
and simmetric (like also γ5) whereas γ2 is imaginary. Since C anticommutes with γ0, γ1, γ3

and commutes with γ2, imposing the condition C2 = 1 we can define the operator up to a
sign

C = iγ2 (40.13)

40.2 Bilinear covariant transformations
Now let’s see the bilinear covariants like we did for the parity.

• A scalar quantity will transform without changing sign, as we know from equation
40.5.

• A pseudoscalar quantity will transform without changing sign

ψ̄cγ5ψc = ψ Cγ0γ5 Cψ† = −ψ†(Cγ0γ5 C
)T
ψ

= −ψ†CT γT
5
(
γ0)TCTψ = −ψ†(CC)T

γ5γ
0ψ

= −ψ†γ5γ
0ψ = ψ̄γ5ψ (40.14)

• A vector quantity will transform changing sign

ψ̄cγ
µψc = ψ Cγ0γµCψ† = −ψ†(Cγ0γµC

)T
ψ

= −ψ†CT (γµ)T (
γ0)TCTψ = ψ†CT (γµ)TCT γ0ψ

= ψ†(CγµC)T
γ0ψ = −ψ†(γµ)†

γ0ψ (40.15)

µ = 0 =⇒ −ψ†γ0γ0ψ = −ψ̄γ0ψ

µ = 1, 2, 3 =⇒ ψ†γiγ0ψ = −ψ̄γiψ

So we can write
ψ̄cγ

µψc = −ψ̄γµψ (40.16)
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• A pseudovector quantity will transform without changing sign

ψ̄cγ
µγ5ψc = ψ Cγ0γµγ5 Cψ† = −ψ†(Cγ0γµγ5 C

)T
ψ

= −ψ†CT γT
5 (γµ)T (

γ0)TCTψ = −ψ†γ5(CγµC)T
γ0ψ

= ψ†γ5(γµ)†
γ0ψ (40.17)

µ = 0 =⇒ ψ†γ5γ
0γ0ψ = ψ̄γ0γ5ψ

µ = 1, 2, 3 =⇒ −ψ†γ5γ
iγ0ψ = −ψ̄γ5γ

iψ = ψ̄γiγ5ψ

We can write
ψ̄cγ

µγ5ψc = ψ̄γµγ5ψ (40.18)

• A tensor quantity, similarly the vector case, will transform changing sign

ψ̄cγ
µγνψc = ψ Cγ0γµγνCψ† = −ψ†(Cγ0γµγνC

)T
ψ

= −ψ†CT (γν)T (γµ)T
γ0CTψ = ψ†(CγµγνC)T

γ0ψ

= ψ†(CγνC)T (CγµC)T
γ0ψ = −ψ†(γµ)†(γν)†

γ0ψ (40.19)

µ = ν = 0 =⇒ −ψ†γ0γ0γ0ψ = −ψ̄ψ

µ, ν 6= 0 =⇒ −ψ†γiγjγ0ψ = −ψ̄γiγjψ

We can write
ψ̄cγ

µγνψc = −ψ̄γµγνψ (40.20)

A transformation under charge conjugation of the electromagnetic and Yang-Mills fields
is the direct consequence of the fact that these fields are generated by the charge of the
particles so, if we switch particles with antiparticles, the sign changes

CAµC = −Aµ (40.21)
CFµνC = −Fµν (40.22)

Once we got that, from the bilinear covariants we can say that QCD and QED lagrangians
are invariant under a charge conjugation transformation, whereas the Fermi lagrangian is
not.
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41 Time reversal T

If we consider the Classical Mechanics, it’s possible to see how a generic system is invari-
ant applying the transformation t → −t: the new system retraces all the configurations
backwards from which the original system passed. We can say that Classical Mechanics is
invariant under a time reversal T transformation.
Passing to Quantum Mechanics, things are more complicated. If we have a generic observ-
able at a time t = 0 in the initial state i, we can study its time evolution in the final state
f using an operator. In order to see a time reversal transformation we have to use the
operator T such that

|AT ; t〉 = T |A;−t〉 (41.1)

The main consequence of this operation is that T is not a linear operator. Let’s consider
the time evolution of a wave function

|E; t〉 = e−iEt |E; t = 0〉 (41.2)

If we apply the time reversal operator

|ET ; t〉 = e−iEt |ET ; t = 0〉 = T
[
e−iE(−t) |E; t = 0〉

]
= T

[
e+iEt |E; t = 0〉

]
(41.3)

the sign of the exponential changes. We can solve this problem defining the operator T as
an antiunity operator; in this way we will have the exponential with the right sign.
An antiunity operator is an antilinear and unity operator, so if we take two states A,B,
they have to satisfy two conditions

T (α |A〉+ β |B〉) = α∗T |A〉+ β∗T |B〉 (41.4)

〈BT |AT 〉 = 〈A|B〉∗ (41.5)

41.1 Determination of the operator

Once we defined the time reversal operator as an antiunity operator, we can determine it
as a function of gamma matrices. This operator acts on a field in the following way

(ψT )α =
(
T ψ(x, t)T †)

α
= Tαβψ

∗
β(x,−t) (41.6)

From this we get {
ψT = T ψ∗

ψ†
T = (ψ∗)†T †

(41.7)

The system has to come back to the original condition if we apply the operator another
time, so T 2 = 1.
In order to determine the operator, let’s consider the Dirac equation(

i/∂ −m
)
ψ = 0 (41.8)(

iγ0∂0 + iγ ∂ −m
)
ψ = 0 (41.9)

Doing the complex conjugate and taking T 2 = 1, we get(
−iγ0∂0 − iγ∗∂ −m

)
T T ψ∗ = 0 (41.10)(

−iγ0∂0 − iγ∗∂ −m
)
T ψT = 0 (41.11)



Time reversal T Bilinear covariant transformations 114

Multiplying on the left for T † we will have

T †(−iγ0∂0 − iγ∗∂ −m
)
T ψT = 0 (41.12)

If we want that equation 41.12 is equal to(
−iγ0∂0 − iγ∗∂ −m

)
ψT = 0 (41.13)

the only possible solution, up to a sign, is

T = iγ1γ3 (41.14)

We can see that the time reversal operator is a hermitian operator. Moreover, the trans-
formation with this operator leaves γ0 invariant and changes sign of γi, so we get the
condition

T (γµ)∗T = (T γµT )∗ = gµµγµ (41.15)

41.2 Bilinear covariant transformations
In conclusion, let’s see the bilinear covariants.

• A scalar quantity will transform without changing sign

ψ̄TψT = (ψ∗)†T γ0 T ψ∗ = ψ†(T γ0T
)∗
ψ = ψ̄ψ (41.16)

• A pseudoscalar quantity will transform without changing sign

ψ̄T γ5ψT = (ψ∗)†T γ0γ5 T ψ∗ = ψ†(T γ0γ5 T
)∗
ψ

= ψ†(T γ0T
)∗
γ5ψ = ψ†γ0γ5 ψ = ψ̄γ5ψ (41.17)

• A vector quantity will transform like the Minkowski tensor without changing sign

ψ̄T γ
µψT = (ψ∗)†T γ0γµT ψ∗ = ψ†(T γ0γµT

)∗
ψ

= ψ†γ0(T γµT )∗
ψ = gµµψ̄γµψ (41.18)

• A pseudovector quantity will transform like the Minkowski tensor without changing
sign

ψ̄T γ
µγ5ψT = (ψ∗)†T γ0γµγ5 T ψ∗ = ψ†(T γ0γµγ5 T

)∗
ψ

= ψ†γ0(T γµT )∗
γ5ψ = gµµψ̄γµγ5ψ (41.19)

• A tensor quantity, similarly the vector case, will transform like the Minkowski
tensor changing sign

ψ̄T γ
µγνψT = (ψ∗)†T γ0γµγνT ψ∗ = ψ†(T γ0γµγνT

)∗
ψ

= ψ†γ0(T γµT T γνT )∗
ψ = ψ̄(T γνT )∗(T γµT )∗

ψ

= gµµgννψ̄γνγµψ = −gµµgννψ̄γµγνψ (41.20)
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